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Preface

The electron is the main actor of this assay, a mysterious character and at the same time om-
nipresent in our daily life. At the same time elementary and complex. It is an elementary particle
and as such is described by a vector, a wave function, of a finite dimensional irreducible unitary
representation of its group of symmetries (the Galileo group in the non-relativistic case and the
Poincare’ group in the relativistic case, extended to the parity transformation). The invariants of
the group are the mass and the spin and the electron has spin 1/2. The spin-statistics theorem
states that, as a consequence of Lorentz invariance and of locality, half integer spin particles
must obey to Fermi statistics and integer spin particles must obey to Bose statistics. So many
electrons must obey to the Pauli exclusion principle

Its role in a ionic crystal in the Feyman polaron problem, in atomic structure in the Mendeleev
periodic system, and in the redox chemical bond is discussed as few electron systems examples.

The assay continues with the properties of a many electron system, the Jellium. Its ground
state and finite temperature state are discussed from a (computational) theoretical point of view.
Some phenomenology is also presented in the very end.

The assay then gives a description of the equation of state and structure of a white dwarf a
stellar core remnant composed mostly of electron-degenerate matter which has a white hot color
temperature and reddens as it cools down.

The assay is then concluded with a description of the renormalization group theory for phase
transitions in statistical physics.

Of course the assay has no pretensions of completeness of any kind since the argument is so
vast that one could devote to it a whole encyclopedia. Nonetheless the few arguments that are
touched are rigorous and go somewhat in depth. It could certainly be an interesting reading for
the graduate student but in some of its parts (especially Chapters 2,3, and 6) could become a
valid instrument for researchers from the high- to the low-energy physics communities.

The project of the assay has been made possible by my rather fortunate encounters of many
of the few ‘maestri’ in the field of relativistic quantum mechanics like prof. Adriano Di Giacomo
from the physics department of the University of Pisa, Italy and prof. Robert Leigh from the de-
partment of physics of the University of Illinois at Urbana/Champaign among others, in the field
of the electron gas like my first master advisor prof. Mario Pio Tosi from the Scuola Normale Su-
periore di Pisa, Italy, my second master advisor prof. David Matthew Ceperley from the National
Center for Supercomputing Applications of the University of Illinois at Urbana/Champaign, and
prof. Bernard Jancovici from the laboratory for theoretical physics of the University of Paris Sud
at Orsay, France among others, and in the field of cosmology, gravitation, and compact objects
in the Universe like my graduate courses prof. Stuart Shapiro from the University of Illinois at
Urbana/Champaign among others.

I must mention the fact that the third chapter of the assay is the result of my first Ph.D.
studies while working in the group of prof. David Matthew Ceperley on the Path Integral Monte
Carlo (PIMC) method. The form that is presented here is the original version written on 1998
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in preparation of my Ph.D. thesis which describes the results obtained with my own PIMC code.
My advisor did not consider it sufficiently interesting to be worth a publication. As a matter of
fact I would discover only in 2001 after I had to come back to Trieste in 2000 to give birth to my
daughter that a certain Dr. Carlo Pierleoni from I’ Aquila had just published exactly the same
results in a three author Phys. Rev. Lett. collaboration.

The assay is organized in 8 chapters. In the first introductory chapter we describe the physical
constants and properties of the isolated electron and give some historical background. In chapter
two we show how the electron as an elementary particle can be described as a vector of a finite
dimensional irreducible unitary representation of its group of symmetries and how relativistic
quantum mechanics can explain the spin-statistics theorem. In the following chapters we start
studying the interaction of the electron with the environment. We will always see the electron
as the protagonist of the interaction. So in the third chapter we present the Feynman polaron
problem that sees one electron interacting with a crystal of ions. In chapter four we study the
role of few electrons in the periodic system of the elements of Mendeleev. In the fifth chapter
we see how few electrons determine the RedOx chemical bond between elements. In chapter
six we study many electrons in the thermodynamic limit. This quantum plasma is called the
Jellium. In the seventh chapter we study a white dwarf, a compact object of the universe that
has consumed all its nuclear fuel and support itself against gravity by the pressure of the residual
cold electron plasma. In the last chapter eight we describe the properties of phase transition in
statistical physics and how the renormalization group explains how it is irrelevant the nature of
the liquid studied being it Jellium or other.
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Chapter 1

Introduction

Composition: Elementary particle [1]

Statistics: Fermionic [2]

Family: Lepton [2]

Generation: First [2]

Interactions: Weak, electromagnetic, gravity [2]

Symbol: e, 87 [2]

Antiparticle: Positron [2]

Theorized: Richard Laming (1838-1851), [3] G. Johnstone Stoney (1874) and others.
Discovered: J. J. Thomson (1897) [4]

Mass (m): 9.1093837139(28) x 1073! kg [2]

5.485799090441(97) x 10~ Da
[1822.888486209(53)] ! Da
0.51099895069(16) MeV /c2 [2]
Mean lifetime: > 6.6 x 10?8 years [5] (stable)
Electric charge: —le|2]
—1.602176634 x 1071 C [2]
Magnetic moment: —9.2847646917(29) x 10724 J/T [2]
—1.00115965218128(18) 5 [2]
Spin: $h[2
Weak isospin: LH: —%, RH: 0 [2]
Weak hypercharge: LH: —1, RH: —2 [2]

The electron is a subatomic particle with a negative one elementary electric charge. Elec-
trons belong to the first generation of the lepton particle family, and are generally thought to be
elementary particles because they have no known components or substructure.[1] The electron’s
mass is approximately ﬁ that of the proton. Quantum mechanical properties of the electron
include an intrinsic angular momentum (spin) of a half-integer value, expressed in units of the
reduced Planck constant, #. Being fermions, no two electrons can occupy the same quantum
state, per the Pauli exclusion principle. Like all elementary particles, electrons exhibit prop-
erties of both particles and waves: They can collide with other particles and can be diffracted

1



1. INTRODUCTION

like light. The wave properties of electrons are easier to observe with experiments than those of
other particles like neutrons and protons because electrons have a lower mass and hence a longer
de Broglie wavelength for a given energy. In Chapter 2 we will present the proof of the Pauli
exclusion principle by prime physical principles.

Electrons play an essential role in numerous physical phenomena, such as electricity, mag-
netism, chemistry, and thermal conductivity; they also participate in gravitational, electromag-
netic, and weak interactions. Since an electron has charge, it has a surrounding electric field; if
that electron is moving relative to an observer, the observer will observe it to generate a magnetic
field. Electromagnetic fields produced from other sources will affect the motion of an electron
according to the Lorentz force law. Electrons radiate or absorb energy in the form of photons
when they are accelerated. [6]

Laboratory instruments are capable of trapping individual electrons as well as electron plasma
by the use of electromagnetic fields. Special telescopes can detect electron plasma in outer space.
Electrons are involved in many applications, such as tribology or frictional charging, electrolysis,
electrochemistry, battery technologies, electronics, welding, cathode-ray tubes, photoelectricity,
photovoltaic solar panels, electron microscopes, radiation therapy, lasers, gaseous ionization de-
tectors, and particle accelerators.

Interactions involving electrons with other subatomic particles are of interest in fields such
as chemistry and nuclear physics. The Coulomb force interaction between the positive protons
within atomic nuclei and the negative electrons without allows the composition of the two known
as atoms. Ionization or differences in the proportions of negative electrons versus positive nuclei
changes the binding energy of an atomic system. The exchange or sharing of the electrons
between two or more atoms is the main cause of chemical bonding. [7] This will be briefly
presented in Chapter 5.

Electrons participate in nuclear reactions, such as nucleosynthesis in stars, where they are
known as beta particles. Electrons can be created through beta decay of radioactive isotopes and
in high-energy collisions, for instance, when cosmic rays enter the atmosphere. The antiparticle
of the electron is called the positron; it is identical to the electron, except that it carries electrical
charge of the opposite sign. When an electron collides with a positron, both particles can be
annihilated, producing gamma ray photons.

The ancient Greeks noticed that amber attracted small objects when rubbed with fur. Along
with lightning, this phenomenon is one of humanity’s earliest recorded experiences with electric-
ity. In his 1600 treatise De Magnete, the English scientist William Gilbert coined the Neo-Latin
term electrica, to refer to those substances with property similar to that of amber which at-
tract small objects after being rubbed. Both electric and electricity are derived from the Latin
electrum (also the root of the alloy of the same name), which came from the Greek word for
amber, n\exTpov (elektron).

In 1838, British natural philosopher Richard Laming first hypothesized the concept of an
indivisible quantity of electric charge to explain the chemical properties of atoms. [3] Irish
physicist George Johnstone Stoney named this charge “electron” in 1891, and J. J. Thomson and
his team of British physicists (John S. Townsend and H. A. Wilson) identified it as a particle
in 1897 during the cathode-ray tube experiment. [4] J. J. Thomson would subsequently in 1899
give estimates for the electron charge and mass as well: e ~ 6.8 x 10~ %esu and m ~ 3 x 10~26g.

The electron’s charge was more carefully measured by the American physicists Robert Mil-
likan [8] and Harvey Fletcher in their oil-drop experiment of 1909, the results of which were
published in 1911. This experiment used an electric field to prevent a charged droplet of oil
from falling as a result of gravity. This device could measure the electric charge from as few
as 1-150 ions with an error margin of less than 0.3%. Comparable experiments had been done
earlier by Abram Ioffe, who independently obtained the same result as Millikan using charged

2



1. INTRODUCTION

microparticles of metals, then published his results in 1913. However, oil drops were more stable
than water drops because of their slower evaporation rate, and thus more suited to precise ex-
perimentation over longer periods of time. The experiment of Millikan took place in the Ryerson
Physical Laboratory at the University of Chicago. Millikan received the Nobel Prize in Physics
in 1923.

In particle physics, the electroweak interaction or electroweak force is the unified description of
two of the fundamental interactions of nature: electromagnetism (electromagnetic interaction)
and the weak interaction. Although these two forces appear very different at everyday low
energies, the theory models them as two different aspects of the same force. Above the unification
energy, on the order of 246 GeV,! they would merge into a single force. Thus, if the temperature
is high enough — approximately 1015 K — then the electromagnetic force and weak force merge
into a combined electroweak force. [9, 10, 11] Fermions with negative chirality 2 (also called
“left-handed” fermions) have a weak isospin T = % and can be grouped into doublets with
T3 = i% that behave the same way under the weak interaction. By convention, electrically
charged fermions are assigned 75 with the same sign as their electric charge. In all cases, the
corresponding anti-fermion has reversed chirality (“right-handed” antifermion) and reversed sign
T5. Fermions with positive chirality (“right-handed” fermions) and anti-fermions with negative
chirality (“left-handed” anti-fermions) have T' = T3 = 0 and form singlets that do not undergo
charged weak interactions. Particles with T3 = 0 do not interact with W+ gauge bosons; however,
they do all interact with the Z° gauge boson.

The weak isospin conservation law relates to the conservation of T3; weak interactions conserve
T3. It is also conserved by the electromagnetic and strong interactions. However, interaction with
the Higgs field does not conserve T3, as directly seen in propagating fermions, which mix their
elicities by the mass terms that result from their Higgs couplings. Since the Higgs field vacuum
expectation value is nonzero, particles interact with this field all the time, even in vacuum.
Interaction with the Higgs field changes particles’ weak isospin. Only a specific combination
of electric charge is conserved. The electric charge, Q = T35 + %YW, where Yw is the weak
hypercharge. In 1961 Sheldon Glashow proposed this relation by analogy to the Gell-Mann-
Nishijima formula for charge to isospin. [12]

Have you ever asked yourselves how can we be certain that the Sun is a giant nuclear candle?
If Galileo Galilei was here he would ask: “where are the proofs?” The proofs can be found
in the Gran Sasso Laboratory where we measure the flux of solar neutrinos. Every second, on
every centimeter square of the Earth, arrive something like sixty billions neutrinos. Night and
Day. In fact, Earth is transparent to these mysterious particles that goes through anything
without ever stopping. If our eyes could see the neutrinos, the night would not exist! And
what do these neutrinos tell us? Performing the exact calculations, we discover that their flux
corresponds exactly to that predicted for a perfectly regulated nuclear candle. But who controls
this “fire”? The answer lies in the extraordinary discovery of Fermi first and Salam, Weinberg,
and Glashow later: The weak charge, that Enrico Fermi identified as a new force of Nature. This
is the “security valve” which allows the production of the Sun “fuel”: the neutrinos. Even if the
Sun is made almost exclusively by protons and electrons, the Fermi force allows the necessary
transformation for fusion to happen. Without this perfect regulation, the Sun would not be our
“neverending” source of light and life.

We live in an electrically neutral environment; everything around us is electrically neutral; but
our lives are moved by electrical unbalances, like the synapsis in the neurons in our brain, or the
nervous terminations moving our muscles. Already Luigi Galvani (Bologna, 9 September 1737

1The particular number 246 GeV is taken to be the vacuum expectation value v = (Gpv/2)~1/2 of the Higgs
field (where G is the Fermi coupling constant).
2The chirality is the intrinsic helicity discussed in Section 2.5.1.
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1. INTRODUCTION

- Bologna, 4 December 1798) discovered biological electricity (with his theory on the electrical
fluid in frogs) and some of its applications like the electrochemical cell, the galvanometer, or the
galvanization. Alessandro Volta (Como, 18 February 1745 - Como, 5 March 1827) in the same
period invented the first electrical generator, the “pila” in 1799. Our heart, our respiration, the
biological rhythms are ruled by electrical unbalances. These are local unbalances since a global
unbalance would result in a thermodynamic instability. After all the simplest mathematical
model of an electron gas requires a uniform neutralizing background of positive charge which
confines harmonically the electrons which would otherwise run away to infinity. This is commonly
called Jellium.

If we introduce a charge in an electron gas if the charge is negative it will create a hole around
itself and it will soon be screened by the other charges far around it and neutrality is restored. If
we introduce two like negative charges in an electron gas when they are close together the other
charges will be unable to screen simultaneously both external charges so that in the two holes
created around them there will be a region between them with a net positive charge (the one of
the background) with a net resulting attraction between the two like negative charges.

If the external charge is positive it will also be screened far away but it may undergo clustering
with the other charges. We will then have atom or molecule formation.

The atom of Democrito (Abdera, between 470 and 457 b.C. - between 360 and 350 b.C.)
is itself neutral. It is the main actor in chemistry. It hasn’t been easy to reach its modern
mathematical model. First John Dalton (Eaglesfield, 5 or 6 September 1766 - Manchester, 27
July 1844) in 1803 described an atom as a heavy central particle surrounded by an atmosphere
of caloric, the supposed substance of heat at the time. The size of the atom was determined
by the diameter of the caloric atmosphere. He provided a method of calculating relative atomic
weights for the chemical elements, which provides the means for the assignment of molecular
formulas for all chemical substances. Later Sir Joseph John Thomson (Manchester, 18 December
1856 - Cambridge, 30 August 1940) believed that the corpuscles, the “electrons”, emerged from
the atoms of the trace gas inside his cathode-ray tubes. He thus concluded that atoms were
divisible, and that the corpuscles were their building blocks. In 1904, he suggested a model
of the atom, hypothesizing that it was a sphere of positive matter within which electrostatic
forces determined the positioning of the corpuscles. To explain the overall neutral charge of
the atom, he proposed that the corpuscles were distributed in a uniform sea of positive charge.
In this “plum pudding model”, the electrons were seen as embedded in the positive charge like
raisins in a plum pudding (although in Thomson’s model they were not stationary, but orbiting
rapidly). Later Ernest Rutherford, 1st Baron Rutherford of Nelson (Brightwater, 30 August
1871 - Cambridge, 19 October 1937) in 1911 performed the Geiger—-Marsden experiment, which
demonstrated the nuclear nature of atoms by measuring the deflection of alpha particles passing
through a thin gold foil. He was inspired to ask Geiger and Marsden in this experiment to look
for alpha particles with very high deflection angles, which was not expected according to any
theory of matter at that time. Such deflection angles, although rare, were found. Reflecting on
these results in one of his last lectures, Rutherford was quoted as saying: “It was quite the most
incredible event that has ever happened to me in my life. It was almost as incredible as if you
fired a 15-inch shell at a piece of tissue paper and it came back and hit you.” It was Rutherford’s
interpretation of this data that led him to propose the “nucleus”, a very small, charged region
containing much of the atom’s mass. In 1912, Rutherford was joined by Niels Henrik David Bohr
(Copenhagen, 7 October 1885 - Copenhagen, 18 November 1962) who postulated that electrons
moved in specific orbits about the compact nucleus. Bohr adapted Rutherford’s nuclear structure
to be consistent with Max Planck’s quantum hypothesis. The resulting Rutherford—Bohr model
was the basis for quantum mechanical atomic physics of Heisenberg which remains valid today.
In Chapter 4 we present the properties of the periodic system of the elements as can be predicted
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by quantum physics. And in Chapter 5 we present the relevance of the electron in a chemical
bond between elements.

Stripping one or more electrons from an atom one gets an “ion” which is therefore positively
charged. If we introduce an electron in a crystal of positive ions we call it a polaron which will
be presented in Chapter 3.

Charles-Augustin de Coulomb (Angouléme, 14 June 1736 - Paris, 23 August 1806) discovered
the mathematical law of interaction between two charges of electrical charge ¢; nd ¢, separated
by a distance r. Coulomb force (in Gauss units)

F'lg = ’I’w, (11)
r

gives rise to an electric field around charge one E (r) = Fiy /q2. The electric field is generated
by an electric potential E(r) = —V(r) with (r) = g/r, the Coulomb potential. The Coulomb
potential satisfies to the equation of Baron Simén Denis Poisson (Pithiviers, 21 June 1781 - Paris,
25 April 1840) 3

V2o(r) = —4mgd®(r), (1.4)

where 6% is a Dirac delta function in 3 dimensions. Poisson equation is the equation of Pierre-
Simon, Marquis de Laplace (Beaumont-en-Auge, 23 March 1749 - Paris, 5 March 1827) with a
source term due to the charge q. Later Johann Carl Friedrich Gauss (Braunschweig, 30 April
1777 - Gottinga, 23 February 1855) discovered that

4mwq = —J V(1) dr = —j n-Vo(r)dS = n-E(r)dS = &g, (1.5)
Q o0 o0

which states the important mathematical result that the flux ® g of the electric field through any
closed surface containing charge q is fixed. In Eq. (1.5) dr is the infinitesimal volume integral,
ndS is the infinitesimal surface element with n its outward normal versor, (2 is the volume region
considered in the volume integral, and 0f2 is its bounding surface.

From the first discoveries of electrostatics soon enough James Clerk Maxwell (Edimburgh,
13 June 1831 — Cambridge, 5 November 1879) wrote his equations for electrodynamics. The
most synthetic way to write these important equations describing electromagnetism is through
the geometric language of the differential forms (here we use Gauss units and set additionally
the speed of light ¢ = 1)

dF = 0, (1.6)
d xF = 4m xJ. (1.7)

Here d stands for an exterior derivative [13],  is the Hodge star that stands for the dual, F = dA
is the Faraday two form that subtend the electromagnetic asymmetric tensor F},, containing

3For charges living in n-dimensions we have

1/r n=3
p(r)=q{ —In(r/t) n=2 (12)
-r n=1
where £ is a length. And the Poisson equation becomes
. 4Tt n=3
V3p(r) = —gd"(r){ 2r n=2 , (1.3)
2 n=1

where 0" is a Dirac delta function in n dimensions.
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—

the electric and magnetic fields, A = (¢, A) is the electromagnetic 4-potential one form where ¢
is the electric scalar potential for the electric field E = —6(,0 — (91&/ ot and A the magnetic vector
potential for the magnetic field B =Vx A', *F' is Maxwell two form dual to Faraday, and »J is
the charge three form with J = (p, J) ) the 4-current density one form with p the electric charge
density and J the electric current density. So that the total charge () inside a three dimensional
hypersurface region S is Q) = SS xJ. Also from dd » F' = 0 follows d » J = 0 which is the law of
conservation of charge. Eq. (1.6) summarizes Faraday’s law and the non-existence of magnetic
monopoles and it is a consequence of the general result that dd = 0. Eq. (1.7) summarizes
Ampere’s law with Maxwell’s correction to take into account of the displacement current and
Gauss’s law. .

The Maxwell’s equations are invariant under the gauge transformation A A+ 61/) and
p — @ — 0vp/0t with the gauge function ¥(¢,r) any scalar. Which means that electromagnetism
has U(1) gauge freedom.

Now, start with the scalar . Its gradient dy is a one form. Take its dual to get the three
form *dp. Take its exterior derivative to get the four form d » dp. Take its dual, to get the
scalar — » d+ dp = [ = —(02/0t2) + V2¢. This is the Jean-Baptiste le Rond d’Alembert (16
November 1717 - 29 October 1783) wave operator.

Start with the one form A. Get the two form dA. Take its dual to get the two form *dA.
Take its exterior derivative to get the three form d x dA. Take its dual, to get the one form
4nJ = «d » dA. This is the wave equation for the electromagnetic 4-potential. And from here
follow the electromagnetic waves. For example for the zero component in vacuum in absence
of charges one finds []¢ = 0 whose solution with forward and backward propagation along the
direction k is of the form @(¢,r) = f(k-r — wt) + g(k - 7 + wt), where w = 27/T is the angular
frequency of the wave of period T, k = 27/) is the wave vector for a wavelength ), the speed of
the wave is w/k = A\/T = 1, and f, g are arbitrary functions. Alternatively one may think of a
spherical wave solution of the following kind, @s ., (t,7)oc exp[i(tkr — wt)]/r.

In flat spacetime, express the coordinates of one electron as a function of his proper time as
a* (7). The density-current 4-vector for this electron is then

JH(x) = efé‘l[w — a(7)] a*dr, (1.8)

where & = (t,7) and as usual we denote with the dot a partial time derivative. This density-
current drives the electromagnetic field, F'. Then Maxwell equation (1.7) becomes F o, = 4ndy

where as usual the comma stands for a partial derivative. Or A” ,, —n¥*A, = 4nJ, where
Nuv is the metric of the Lorentz coordinate system of the flat spacetime. Make use of the gauge
freedom to set Lorentz gauge, A” , = 0, to get

A, = —4rJ,. (1.9)

This can be solved through the Green’s function method rewriting A*(x) = e { Gz — a(7)] a*dr
with the Green’s function satisfying the following wave equation

O0G = —4m6* (). (1.10)
The causal solution of this equation is given in terms of the retarded potential

J J,u(tretarded,""l)
v
tretarded = t— "I" - ’I”‘/‘, (112)

Aut,r) dr’, (1.11)
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P

Figure 1.1: Radiation zone of a current system. The shaded area is where are the currents. The
origin of the coordinate system O is chosen inside this region. @ is any point of the currents.
P is where we measure the electromagnetic field radiated out. d is the linear extension of the
current system.




1. INTRODUCTION

where remember that we chose the speed of light ¢ = 1.

With reference to Fig. 1.1 we briefly discuss the radiation electromagnetic field of a current
system [6] consisting of a single pointwise electron J= pU with I= Sf dr = e¥, where ¥ is the
electron velocity. The radiation zone is characterized by the points P shown in the figure such
that R » d and R » X\ with A the wavelength of the radiation. Nothing at all is presupposed
about the ratio d/A. If a point O within the current system is chosen as the origin of coordinates
as is shown in the figure, then 7pg ~ R — 1 - 7o where OP = R, rQ is the position vector of a
source point @), and m is a versor in the P direction. Considering the spherical wave solution to
Eq. (1.9) we can replace rpg with R in the denominator but not in the exponent, so that

ez(k‘R wt )
(A = S [ dro(Fu)ge o) (1.13)

In the transition to the fields intensities F' = d A we note that 0R/0rp = n. Moreover we note
that

) ikR
0 e awr 0 1 1 0 ur
— = 1.14
6rp R € 8rpR + Ra’l“pe ’ ( )

but since the gradient in the first term gives rise to an additional factor 1/R and the one in the
second term gives rise to a multiplication by k£ we can neglect the first term alltogether in the
radiation zone where kR » 1. So B Vp x A ~ ikn x A, VPA ~ ikn - A and thanks to the
Lorentz gauge condition ¢ ~ n- A. So E ~ ik[A — n(n - A)] — kA,

If we now also require that A » d (or kd « 1), a condition frequently satisfied for antennas,
the exponential function e~ **("7"@) can be expanded in a power series. This correspond to a
decomposition of the radiation into multipoles. In the first approximation one sets e **("7e) ~ 1
so that we do not have to worry about retardation due to the position of the emitter within the
current system. The Poynting vector in this dipole radiation approximation is then given by

= ExB E?
§ = = =om (1.15)
R ei(kR—wt) o
E = ikTIL, (1.16)

where for the case of a linear oscillation parallel to the z axis I, = Isinf. The energy radiated
per second is obtained by integrating the Poynting vector over the surface of a sphere containing

the oscillating electron
dI
JS ndS_3<dt> , (1.17)
retarded

where dS = R2dQ) and Q the solid angle and we used the fact that w/k = 1 to reconstruct the
time derivative.

Nikola Tesla (Smiljan, 10 July 1856 - New York, 7 January 1943) invented machines to trans-
mit electricity without wires through alternating currents, electromagnetic induction generated
by a varying in time magnetic field according to Eq. (1.6), and Maxwell displacement current
generated by a varying in time electric field according to Eq. (1.7).

Very similar to the wave equation of d’Alembert is the Erwin Rudolf Josef Alexander Schrédinger
(Vienna, 12 August 1887 - Vienna, 4 January 1961) equation for the wavefunction ¢ of a free parti-
cle of mass m = 1/2. This reads i%i(dyp/dt) + h2V2p = 0. The only difference with the d’Alembert

8



1. INTRODUCTION

equation is that it is of order one in time. And from here follows the wave-particle duality of
quantum mechanics. For example for an eigenstate of eigenenergy E one may find a plane wave
propagating along the direction of versor n given by ;... (t,7)oc exp[(+ivEn - r — iEt)/h] or
otherwise a spherical wave [14] ;4 (t,7)oc exp[(+ivEr — iEt)/h]/r. The speed of this wave is
VE.

One of the pillar thought experiments of quantum physics is the double slit experiment where
a beam of electrons that impinges on a double slit may either produce an interference pattern
on a screen posed behind the two slits as if the electron were waves or just a two bands pattern
in correspondence of the two slits as if they were particles.

Clearly energy eigenstate of Schrédinger equation will have a well defined energy E and zero
energy standard deviation AE. The eigenstate probability distribution, |p(t,7)|2, will be steady
state carrying no information on the dynamics of the electrons. In other words if AE = 0 then
Heisenberg uncertainty principle, AEAt > /i/2 tells us that the time standard deviation must
diverge. In this case the electrons will behave like waves and produce an interference patter in
the two slit experiment.

Otherwise it is possible to create an electron “time wave-packet” by summing together sev-
eral different energies eigenstates in a Fourier series in F so to have a finite non-zero standard
deviation in energy. And as a consequence a finite standard deviation on time. This will allow
to gather some dynamical information on the electrons beam.

But we can at the same time sum together several different momenta eigenstates in a Fourier
series in p to create a “spacetime wave-packet” which according to the Heisenberg uncertainty
principle Aq - Ap > 3h/2 will also have a finite position standard deviation. Here we denote
with ¢ = r. This will allow the observer to predict the “classical” trajectory of the electron
spacetime wave-packet. In this case, playing with the slit width and Aq we can observe the
particle behavior of the electrons with the disappearance of the interference pattern in the two
slit experiment.

Something similar can be done with the Coherent State (CS) of John Rider Klauder (Reading,
January 24, 1932 — New York, October 24, 2024) [15, 16, 17, 18, 19]

0(q;Q, P) = (qle"P/"e'PaN|0), (1.18)

where §,p are the position and momentum operators in position representation respectively
and ¢o(q) = {q|0) is a fiducial wavefunction such that (0/¢|0> = {0|p|0) = 0. The time evo-
lution of this wavefunction according to the quantum Hamiltonian H (4,p) is then given by
p(t,q;Q,P) = e‘im/hgo(q;Q,P) ~ p(q;Q(t), P(t)) where Q(t) and P(t) follow Hamilton’s
equations of motion according to the corresponding classical Hamiltonian H(Q, P), i.e. the one
that has the functional form of the quantum mechanical Hamiltonian with explicit c-number
substitution. Unfortunately this extremely useful time evolution property that holds exactly for
the Harmonic Oscillator (HO) case, ° is lost for a more general potential energy V (§) (see section
2B of Ref. [16]), for which it is in any case still possible to expand on a local minimum and
approximate it there with a quadratic potential. If Klauder dynamical property would remain
exact and valid for a generic potential it could be possible to perform a “quantum molecular
dynamics” simulation on an electron liquid. We are thinking at a computer experiment that
could be used to study the statistical properties of a many electrons system in thermodynamic
equilibrium at a given temperature 7. Unfortunately for the time being this has never been
done and the only quantum simulation method available is the path integral Monte Carlo [20].
Molecular dynamics being only available in the non-quantum regime.

4They were called ‘continuous representation’ by the inventor J. R. Klauder and later renamed CS by J. P.
Gazeau who first used them.
51t holds exactly also for a general linear or quadratic Hamiltonian.
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The computer experiment with some of its most recent realization to study the Jellium will
be presented in Chapter 6. Variational and diffusion Monte Carlo methods are able to study the
ground state properties of Jellium. Path integral Monte Carlo methods are able to determine the
finite non-zero temperature properties. The properties of interest are the structure, the pressure,
the internal energy, and various other thermodynamic quantities, the superconducting fraction.
Unfortunately the Monte Carlo method is exact only for boson (and boltzmannon) fluids. For
fermion fluids, the yet unsolved “sign problem” requires the formulation of some approximation
in the numerical calculation. So that even computationally we are still unable to extract exact
statistical mechanical properties for fermions. Another limitation of the path integral Monte
Carlo is that, whereas it is able to describe the molecules formation from the constituent atomic
species, it is unable to describe the atom formation from the constituent electrons and nuclei,
unless for an highly diluted system. This is due to the fact that since the mass of an electron is
three orders of magnitude smaller than the one of the nucleous the degeneracy temperature of
the electons is three orders of magnitude bigger than the one of the nuclei, at a given density.
Therefore it is very unlikely that an electron, with a world-line with many particle exchanges,
will bind to a nucleous, which has a world-line with many less particle exchanges.

The computer experiment allows also to study the cumbersome problem of the fluid phases
coexistence. Of interest here are the phase transitions of the electron gas. The most complete
theory for phase transitions in statistical physics is the Renormalization Group which predicts
universal behaviors for the liquid in a neighborhood of a phase transition being it Jellium or
something else. This will be presented briefly in Chapter 8.

Of particular interest for our everyday life is the solid state [21, 22, 23]. We live in a world
made of surfaces between different phases but the solid is all around us, the soil, the walls of
our houses, our same selves. Electrons play a fundamental role in solids, in crystals, in glasses.
First of all it is possible to make a distinction between solids that conduct electrons, the metals,
and solids that do not, the insulators. This way to classify a solid on the base of its ability to
conduct electrons has been refined and needed revision over the years as technological advances
allowed the observation and later reproduction of some important emerging physical phenomena
related to electrons conduction. Such as the discovery of semiconductors and superconductors.
Probably the first physical theories of electron conduction are the the Drude Theory of Metals ©
and the Sommerfeld Theory of Metals. Later theories dealt with the failure of the free electron
model. Another way to classify a solid is through their crystal lattices characteristics in real and
reciprocal space. As be determined by X-ray diffraction.

Electrons in a solid may be either tightly bound to the atoms forming the crystal or stripped
from these atoms to form a gas around them. There are specific theories describing the electron
energy levels in a periodic potential, the ones for the electrons in the gas, that form bands,
and the ones for the bound electrons, that form orbitals, and their deformations. Usually the
electrons in a solid should be described by a quantum theory, but the semiclassical limit may
grasp already some general characteristic properties of their dynamics. Of course surface effect
may play a role both as finite size corrections to the thermodynamic limit of the electron gas
and for the chemical physics nature of the surface. Another important issue to take into account
is the fact that since the mass of an electron is three orders of magnitude smaller than the one
of the nucleus the degeneracy temperature of the electrons is three orders of magnitude bigger
than the one of the nuclei, at a given density. Therefore it may be possible, to a first level of
accuracy, to give a non-quantum description of the nuclei. In this respect a classical theory of
a harmonic crystal may become a first meaningful approximation. Of course for a more faithful

6 At room temperature the mean square velocities of the electrons in Drude theory are of the order of 10°m/s.
The electrical current in a wire is instead quasi instantaneous because it is the result of a disturbance that
propagates from one electron to another and is much faster than the drift velocity of electrons in the metal.
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and complete description we should worry of a quantum theory of a harmonic crystal able to
measure the phonons dispersion relations and other properties. Another important correction
to this description would be to take care of anharmonic effects in crystals. Each of the four
characteristic solids: insulators, semiconductors, metals, and superconductors, will have its own
peculiarities in their theoretical descriptions.

In Chapter 7 we study the thermodynamic properties of a white dwarf, [24] a star that has
consumed all her nuclear energy ending in a plasma made of a core with iron nuclei and an halo
made of an electron liquid that is cooling down, supporting itself against gravity by the pressure
of the cold electrons. These are found in the lower-left corner of the Hertzsprung—Russell diagram
below the main sequence that contains our sun.
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Appendix A

Particle Data Group

We include here the particle listing for the electron from the Particle Data Group [2] followed
by an illustrative key.

15
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B

e MASS (atomic mass units u)

The primary determination of an electron’s mass comes from measuring
the ratio of the mass to that of a nucleus, so that the result is obtained in
u (atomic mass units). The conversion factor to MeV is more uncertain
than the mass of the electron in u; indeed, the recent improvements in
the mass determination are not evident when the result is given in MeV.
In this datablock we give the result in u, and in the following datablock in

MeV.
VALUE (1076 u) DOCUMENT ID TECN COMMENT
548.579909065 +0.000000016 TIESINGA 21  RVUE 2018 CODATA value
e o ¢ We do not use the following data for averages, fits, limits, etc. e o
548.579909070+0.000000016 MOHR 16 RVUE 2014 CODATA value
548.57990946 +0.00000022 MOHR 12 RVUE 2010 CODATA value
548.57990943 +0.00000023 MOHR 08 RVUE 2006 CODATA value
548.57990945 +£0.00000024 MOHR 05 RVUE 2002 CODATA value
548.5799092 +0.0000004 1 BEIER 02 CNTR Penning trap
548.5799110 +0.0000012 MOHR 99 RVUE 1998 CODATA value
548.5799111 +£0.0000012 2 FARNHAM 95 CNTR Penning trap
548.579903 4+0.000013 COHEN 87 RVUE 1986 CODATA value

1 BEIER 02 compares Larmor frequency of the electron bound in a 125+ jon with the
cyclotron frequency of a single trapped 12¢5+ jon.

2FARNHAM 95 compares cyclotron frequency of trapped electrons with that of a single
trapped 126+ jon.

e MASS

The mass is known more precisely in u (atomic mass units) than in MeV.
The conversion is: 1 u = 931.494 102 42(28) I\/IeV/c2 (2018 CODATA
value, TIESINGA 21). The conversion error dominates the uncertainty of
the masses given below.

VALUE (MeV) DOCUMENT ID TECN COMMENT
0.51099895000+ 0.00000000015 TIESINGA 21 RVUE 2018 CODATA value
e o ¢ \We do not use the following data for averages, fits, limits, etc. e o @

0.5109989461 +0.0000000031 MOHR 16 RVUE 2014 CODATA value
0.510998928 +0.000000011 MOHR 12 RVUE 2010 CODATA value
0.510998910 +0.000000013 MOHR 08 RVUE 2006 CODATA value
0.510998918 +0.000000044 MOHR 05 RVUE 2002 CODATA value
0.510998901 +0.000000020 1,2 BEIER 02 CNTR Penning trap
0.510998902 +0.000000021 MOHR 99 RVUE 1998 CODATA value
0.510998903 +0.000000020 1,3 FARNHAM 95 CNTR Penning trap
0.510998895 +0.000000024 1 COHEN 87 RVUE 1986 CODATA value
0.5110034 +0.0000014 COHEN 73 RVUE 1973 CODATA value
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1 Converted to MeV using the 1998 CODATA value of the conversion constant,
931.494013 + 0.000037 MeV/u.

2BEIER 02 compares Larmor frequency of the electron bound in a 12¢5+ jon with the
cyclotron frequency of a single trapped 125+ jon.

3 FARNHAM 95 compares cyclotron frequency of trapped electrons with that of a single
trapped 126+ jon.

(me+ - me=) / Mayerage

A test of CPT invariance.

VALUE CL% DOCUMENT ID TECN COMMENT

<8x10~9 90 L FEE 93 CNTR Positronium spectroscopy
e o o \We do not use the following data for averages, fits, limits, etc. e o @

<4x10-23 90 2poLGov 14 From photon mass limit
<4 x 1078 90 CHU 84 CNTR Positronium spectroscopy

1 FEE 93 value is obtained under the assumption that the positronium Rydberg constant
is exactly half the hydrogen one.

2DOLGOV 14 result is obtained under the assumption that any mass difference between
electron and positron would lead to a non-zero photon mass. The PDG 12 limit of

1x 10718 eV on the photon mass is in turn used to derive the value quoted here.

9e+ T qe’l/e

A test of CPT invariance. See also similar tests involving the proton.

VALUE DOCUMENT ID TECN COMMENT
<4x108 L HUGHES 92 RVUE

e o ¢ We do not use the following data for averages, fits, limits, etc. e o @

<2x 1018 25CHAEFER 95 THEO Vacuum polarization
<1x10-18 3MUELLER 92 THEO Vacuum polarization

L HUGHES 92 uses recent measurements of Rydberg-energy and cyclotron-frequency ra-
tios.

2SCHAEFER 95 removes model dependency of MUELLER 92.

3 MUELLER 92 argues that an inequality of the charge magnitudes would, through higher-
order vacuum polarization, contribute to the net charge of atoms.

e MAGNETIC MOMENT ANOMALY
pe/pB — 1= (g-2)/2

VALUE (units 1076) DOCUMENT ID TECN CHG COMMENT
1159.65218062-0.00000012 OUR AVERAGE

1159.65218059--0.00000013 1 FAN 23 MRS Single electron
1159.65218073+0.00000028 HANNEKE 08 MRS Single electron
1159.6521884 +0.0000043 VANDYCK 87 MRS — Single electron

e o ¢ We do not use the following data for averages, fits, limits, etc. e o @
1159.65218128+0.00000018 TIESINGA 21 RVUE 2018 CODATA value
1159.65218091 +0.00000026 MOHR 16 RVUE 2014 CODATA value
1159.65218076 +0.00000027 MOHR 12 RVUE 2010 CODATA value
1159.65218111-:0.00000074 2 MOHR 08 RVUE 2006 CODATA value
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1159.65218085-£0.00000076 3 ODOM 06 MRS — Single electron

1159.6521859 +0.0000038 MOHR 05 RVUE 2002 CODATA value
1159.6521869 +0.0000041 MOHR 99 RVUE 1998 CODATA value
1159.652193 £0.000010 COHEN 87 RVUE 1986 CODATA value

1159.6521879 +0.0000043 4 VANDYCK 87 MRS + Single positron

1FAN 23 report the most accurate measurement of the electron magnetic moment. A
one-electron quantum cyclotron is used. We do not propagate at the moment this
measurement to the fine structure and other physical constants. When discrepancies in
the independent determinations of alpha are resolved, the new measurement uncertainty
of 0.13 ppt is available for precise tests for BSM physics.

2MOHR 08 average is dominated by ODOM 06.

3Superseded by HANNEKE 08 per private communication with Gerald Gabrielse.

4This VANDYCK 87 reault is for a positron. We do not take it into account for the
average to avoid the assumption of CPT invariance.

(ge"‘ - ge-) / gaverage

A test of CPT invariance.

VALUE (units 10~12) cL% DOCUMENT ID TECN  COMMENT
— 05+ 21 LVANDYCK 87 MRS Penning trap
e o ¢ We do not use the following data for averages, fits, limits, etc. e o @
< 12 95 2\ASSERMAN 87 CNTR Assumes m =m__
22 +64 SCHWINBERG 81 MRS  Penning trap

1\ANDYCK 87 measured (g_/g4)—1 and we converted it.
2VASSERMAN 87 measured (84 — &_)/(g—2). We multiplied by (g—2)/g = 1.2 x
1073,

e ELECTRIC DIPOLE MOMENT (d)

A nonzero value is forbidden by both T invariance and P invariance.

VALUE (10~28 ecm) CL% DOCUMENT ID TECN  COMMENT
< 0.041 90 1 ROUSSY 23 ESR  electrons in in-

tramolecular
electric field
e o ¢ We do not use the following data for averages, fits, limits, etc. e o @

< 0.11 90 2 ANDREEV 18 CNTR ThO molecules
< 1.3 90 3 CAIRNCROSS 17 ESR  180pyf19f
molecules
— 5570 4 7980 +120 KIM 15 CNTR Gd3GagOqo
molecules
< 0.87 90 4 BARON 14 CNTR ThO molecules
5 .
< 6050 90 ECKEL 12 CNTR Eug5Bag 5TiO3
molecules
< 10.5 90 6 HUDSON 11 NMR YbF molecules
6.9 + 7.4 REGAN 02 MRS 205T| beams
18 + 12 + 10 7TCOMMINS 94 MRS 2057| peams
— 21 + 83 T ABDULLAH 90 MRS  2057| peams
— 1400 4 2400 CHO 89 NMR TIF molecules
— 150 4+ 550 +150 MURTHY 89 Cs, no B field
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— 5000 11000 LAMOREAUX 87 NMR 1994g
19000 + 34000 90 SANDARS 75 MRS  Thallium
7000 422000 90 PLAYER 70 MRS Xenon
< 30000 90 WEISSKOPF 68 MRS  Cesium
1RouSSY 23 gives a measurement corresponding to this limit as (—1.3 + 2.0 4+ 0.6) x
10730 ecm.
2 ANDREEV 18 gives a measurement corresponding to this limit as (4.3 &+ 3.1 & 2.6) x
1030 ecm.

3 CAIRNCROSS 17 gives a measurement corresponding to this limit as (0.09 £ 0.77 +

0.17) x 1028 ecm.
4 BARON 14 gives a measurement corresponding to this limit as (—0.21 £ 0.37 £ 0.25) x

10728 ecm.

SECKEL 12 gives a measurement corresponding to this limit as (—1.07 £ 3.06 4+ 1.74) x
1072° ecm

6 HUDSON 11 gives a measurement corresponding to this limit as (—2.4 £ 5.7 4+ 1.5) x
10728 ecm.

7 ABDULLAH 90, COMMINS 94, and REGAN 02 use the relativistic enhancement of a
valence electron’s electric dipole moment in a high-Z atom.

e~ MEAN LIFE / BRANCHING FRACTION

A test of charge conservation. See the “Note on Testing Charge Conserva-
tion and the Pauli Exclusion Principle” following this section in our 1992
edition (Physical Review D45 S1 (1992), p. VI.10).

Most of these experiments are one of three kinds: Attempts to observe
(a) the 255.5 keV gamma ray produced in e™ — v,7, (b)the (K) shell
x ray produced when an electron decays without additional energy deposit,
e.g., e — Vv Tgv, ("disappearance” experiments), and (c) nuclear de-
excitation gamma rays after the electron disappears from an atomic shell
and the nucleus is left in an excited state. The last can include both weak
boson and photon mediating processes. We use the best e™ — vy limit

for the Summary Tables.

Note that we use the mean life rather than the half life, which is often
reported.

e — Ve and astrophysical limits

VALUE (yr) CL% DOCUMENT ID TECN COMMENT

>6.6 x 1028 90 AGOSTINI 158 BORX e~ — v~

e o ¢ We do not use the following data for averages, fits, limits, etc. e o @

>1.22 x 1020 68 1 KLAPDOR-K...07 CNTR e~ — vry

>4.6 x 1020 90 BACK 02 BORX e~ — vny

>3.4 x 1020 68 BELLI 008 DAMA e~ — v+, liquid Xe
>3.7 x 1025 68 AHARONOV 958 CNTR e~ — vry

>2.35 x 1025 68 BALYSH 93 CNTR e~ — v+, "0Ge detector
>15 x 1025 68 AVIGNONE 86 CNTR e~ — vry

>1  x 1039 2 0RITO 85 ASTR Astrophysical argument
>3 x 1023 68 BELLOTTI 838 CNTR e~ — vy

1 The authors of A. Derbin et al, arXiv:0704.2047v1 argue that this limit is overestimated
by at least a factor of 5.
2 ORITO 85 assumes that electromagnetic forces extend out to large enough distances and

that the age of our galaxy is 1010 years.
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Disappearance and nuclear-de-excitation experiments

VALUE (yr) CL% DOCUMENT ID TECN COMMENT

>6.4 x 1024 68 1 BELLI 998 DAMA De-excitation of 129Xe

e o ¢ We do not use the following data for averages, fits, limits, etc. e o @

>1.2 x 1024 90 ABGRALL 17 HPGE Ge K-shell disappearance
>4.2 x 1024 68 BELLI 99 DAMA lodine L-shell disappearance
>2.4 x 1023 90 2 BELLI 99D DAMA De-excitation of 127 (in Nal)
>4.3 x 1023 68 AHARONOV 958 CNTR Ge K-shell disappearance
>2.7 x 1023 68 REUSSER 91 CNTR Ge K-shell disappearance

>2  x 1022 68 BELLOTTI 838 CNTR Ge K-shell disappearance

1 BELLI 998 limit on charge nonconserving e~ capture involving excitation of the 236.1

keV nuclear state of 129Xe; the 90% CL limit is 3.7 x 1024 yr. Less stringent limits for
other states are also given.

2BELLI 99D limit on charge nonconserving e~ capture involving excitation of the 57.6
keV nuclear state of 1271, Less stringent limits for the other states and for the state of

23Na are also given.

LIMITS ON LEPTON-FLAVOR VIOLATION IN PRODUCTION

Forbidden by lepton family number conservation.

This section was added for the 2008 edition of this Review and is not
complete. For a list of further measurements see references in the papers
listed below.

olete™ = et7F) /o(ete™ = putpu™)

VALUE

Cl%

DOCUMENT ID

TECN  COMMENT

<8.9 x 10~6

<1.8x 1073

95 AUBERT
e o ¢ We do not use the following data for averages, fits, limits, etc. e o o

95 GOMEZ-CAD... 91

07 BABR et e™ at E,, = 10.58 GeV

MRK2 eTe™ at E.p, =29 GeV

olete™ = ptrF) /o(ete = putyu™)

VALUE

CL%

DOCUMENT ID

TECN  COMMENT

<4.0 x 10—6

95 AUBERT
e o o We do not use the following data for averages, fits, limits, etc. e o

07P BABR eTe™ at E_,, = 10.58 GeV

<6.1 X 10-3 95 GOMEZ-CAD... 91 MRK2 ete™ at Ecm = 29 GeV
e REFERENCES

FAN 23 PRL 130 071801 X. Fan et al. (HARV, NWES)

ROUSSY 23 SClI 381 46 T.S. Roussy et al. (CoLO)

TIESINGA 21 RMP 93 025010 E. Tiesinga et al. (NIST)

ANDREEV 18 NAT 562 355 V. Andreev et al. (ACME Collab.)

ABGRALL 17
CAIRNCROSS 17

MOHR 16
AGOSTINI 15B
KIM 15
BARON 14
DOLGOV 14
ECKEL 12
MOHR 12
PDG 12
HUDSON 11

PRL 118 161801
PRL 119 153001
RMP 88 035009
PRL 115 231802
PR D91 102004
SCI 343 269

PL B732 244
PRL 109 193003
RMP 84 1527
PR D86 010001
NAT 473 493

https://pdg.lbl.gov

N. Abgrall et al.
W.B. Cairncross et al.
P.J. Mohr, D.B. Newell, B.N. Taylor
M. Agostini et al.

Y.J. Kim et al.

J. Baron et al.

(MAJORANA Collab.)
(NIST,COLO)
(NIST)

(Borexino Collab.)
(IND, YALE, LANL)
(ACME Collab.)

A.D. Dolgov, V.A. Novikov

S. Eckel, A.O. Sushkov, S.K. Lamoreaux (YALE)
P.J. Mohr, B.N. Taylor, D.B. Newell (NIST)
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[llustrative Key to the Particle Listings

Name of particle. “Old” name used
before 1986 renaming scheme also
given if different. See the section
“Naming Scheme for Hadrons” for de-
tails.

Quantity tabulated below.

Top line gives our best value (and er-
ror) of quantity tabulated here, based
on weighted average of measurements
used. Could also be from fit, best
limit, estimate, or other evaluation.
See next page for details.

Footnote number linking measure-
ment to text of footnote.

Number of events above background.

Measured value used in averages, fits,
limits, etc.

Error in measured value (often statis-
tical only; followed by systematic if
separately known; the two are com-
bined in quadrature for averaging and
fitting.)

Measured value not used in averages,
fits, limits, etc. See the Introductory
Text for explanations.

Arrow points to weighted average.

Shaded pattern extends +1c (scaled
by “scale factor” S) from weighted av-
erage.

Value and error for each experiment.

Partial decay mode (labeled by T';).

Branching ratio.

Our best value (and error) of quantity
tabulated, as determined from con-
strained fit (using all significant mea-
sured branching ratios for this parti-
cle).

Weighted average of measurements of
this ratio only.

Footnote (referring to LYNCH 81).

Confidence level for measured upper
limit.

References, ordered inversely by year,
then author.

“Document id” used on data entries
above.

Journal, report, preprint, etc.
abbreviations on next page.)

(See

Particle quantum numbers (where
known).

IG(JPC) =17(+*

a,(1200)

OMITTED FROM SUMMARY TABLE
Evidence not compelling, may be a kinematic effect.~__

20(1200) MASS

Indicates particle omitted from Parti-
cle Physics Summary Table, implying
particle’s existence is not confirmed.

VALUE (MeV) _EVTS DOCUMENT ID TECN  CHG  COMMENT General comments on particle.
——{1206+ 7 OUR AVERAGE

1210+ 8+9 3000 MMS — 357 p |

1198+10 PIERCE 83 ASPK + 21K p

1216£11£9 1500 [UMERRILL 81 HBC 0

32K p—0

e o o We do not use the following data for averages, fits, limits, etc. e o o
1192+ 16 LYNCH 81 [ HBG + 2777 p
Systematic/error was added quadratically by us in our 1986 edition.

“Document id” for this result; full ref-
erence given below.

!

Measurement technique. (See abbre-
viations on next page.)

a0(1200) WIDTH

VALUE (MeV. _EVTS DOCUMENT ID TECN  CHG  COMMENT
41+11 OUR AVERAGE Error includes scale factor of|1.8.| See the ideogram below.

Scale factor > 1 indicates possibly in-

50+ 8] PIERCE 83 ASPK + 21K™p consistent data.
70730 200 LYNCH 81 HBC + Reaction producing particle, or gen-
 o5f Bx7 MERRILL 81l HBC 0 32K p eral comments.
e o o We do not use the following data for averages, fits, limits, etc. o o o

R FENNER 87 MMS 357 p m> Change bar” indicates result added

111 (Ervor soaied by 1.8) or changed since previous edition.

/(¢ Charge(s) of particle(s) detected.
Ideogram to display possibly inconsis-
/ / tent data. Curve is sum of Gaus-
sians, one for each experiment (area
of Gaussian = 1/error; width of Gaus-
sian = error). See Introductory Text

for discussion.
2 . . . 2 /.
X Contribution of experiment to x* (if
B E'KF;\‘HCCHE g? QSZK @ no entry present, experiment not used
—+ MERRILL 81 HBC _ 34 in calculating x“ or scale factor be-
6.8
(Gonfidence Level = 0.033) cause of very large error).
1 L |

150 200

0 0 50 100
a0(1200) width (MeV)

2p(1200) DECAY MODES

Scale factor/

Mode Fraction (I';/T) Confidence level

r, 3 (65.2+1.3) % S=1.7 Our best value for branching fraction

r KK ‘(34_8:&1‘3) % S—17 ’7 as determined from data averaging,

M3 777Ti < s <104 CL—95% ﬂtt_mg_, ev_aluatl_ng, limit selection, etc.
This list is basically a compact sum-
mary of results in the Branching Ratio

ap(1200) BRANCHING RATIOS section below.

I'(31r) / Ttotal I / r

VALUE DOCUMENT ID TECN  CHG COMMENT

0.652+0.013 OUR FIT | Error includes scale factor of 1.7.

0.643+0.010 OUR AVERAGE
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0.74 +0.06 MERRILL 81 HBC 0 32K p

e o o We do not use the following data for averages, fits, limits, etc. e o o

0.48 +0.15 2LYNCH 8l HBC + 277 p

/2 Data has questionable background subtraction.

r(K?)/rm,. Branching ratio in terms of partial

VALUE DOCUMENT _ID TECN  CHG  COMMENT decay mode(s) I'; above.

0.348+0.013 OUR FIT  Error includes scale factor of 1.7.

0.35 +0.05 PIERCE 83 ASPK + 21K~ p

I'(K?)/r(31r) /Ty

VALUE DOCUMENT ID TECN  CHG COMMENT

0.535+0.030 OUR FIT Error includes scale factor of 1.7.

0.50 +0.03 MERRILL 81 HBC 0 32K p

I (n(neutral decay) 7%) /Tyotal 0.71r3/r

VALUE (units 10~4) L% DOCUMENT ID TECN  CHG COMMENT

<35 T{95] PIERCE 83 ASPK + 21K p

Partial list of author(s) in addition to
first author.

ap(1200) REFERENCES

PRL 55 14 -/ Quantum number determinations in
PIERCE 83 PL 123B 230 . Pierce FNAL

LYNCH 81 PR D24 610 G.R. Lynch et al. CLEO CoHab this reference.

MERRILL 81 [ PRL 47 143 D.W. Merill et al. (SACL, CERN) Institution(s) of author(s). (See ab-

breviations on next page.)



Chapter 2

The particle

In Relativistic Quantum Theory [25] we describe a pointwise, structureless, elementary, free
particle through a finite dimensional irreducible unitary representation of its group of symmetries
(the Galileo group in the non-relativistic case and the Poincaré group in the relativistic case,
extended to the parity transformation). The invariants of the group are the mass and the spin.
The wave functions of the particles are in bijective correspondence with the vectors of such
representations, and the scalar product for such vectors is expressible in terms of wave functions.
We determine the wave equation satisfied by the particles. In the relativistic case, the locality
requirement, forces the introduction of “negative energy” solutions. It is an experimental fact
that the number of particles may change in physical processes. Then, there exist transitions
between states with different number of particles. We will present a formalism that allows to
describe systems of many free particles, used in any many-body theory, relativistic or not, and
known as Fock method. It allows to describe many particles states with the correct statistics and
to introduce operators that change the number of particles (creation and annihilation operators).
We will introduce the free field operators, and we will interpret in terms of field operators the
negative energy solutions of the equations of free motion. We will denote as “antiparticles” the
negative energy particles with a non-hermitian field operator. We construct the representation
of the group on the many free particles states. And we prove the spin-statistics theorem which
states that, as a consequence of Lorentz invariance and of locality, half integer spin particles
must obey to Fermi statistics and integer spin particles must obey to Bose statistics.

This chapter is extracted from the “Theoretical Physics” course given by Prof. Adriano di
Giacomo at the physics department of the University of Pisa in 1993.

2.1 Definition of Invariance

A reference frame is defined by a set of operative rules to measure physical quantities.

The same physical phenomenon can be observed from two different reference frames. In order
for the two reference frames to be defined, the transformation between the quantities measured
in the two frames must be known.

In a given reference frame a phenomenon obeys certain physical laws. A physical law is a
relationship which poses conditions on the quantities measured at a given instant.

The frames are said to be equivalent respect to a class of phenomena if:

a) Any physical situation realizable in one can also be realizable in the other.

b) The time evolution laws are the same in the two frames.
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§2.2. Invariance in quantum mechanics 2. THE PARTICLE

The equivalence between frames produced by the invariance is an equivalence relationship in
the mathematical sense: Given R, R, R” three frames; R is equivalent to R, if R is equivalent
to R’ then R’ is equivalent to R; if R is equivalent to R’ and R’ is equivalent to R” then R is
equivalent to R”.

The transformation laws between quantities in equivalent frames form a group:

a) The identity transformation exists: The one between any frame and itself.

b) Given any transformation, an inverse transformation exists which is itself an equivalence
relationship respect to the class of phenomena in exam.

c) The product of two equivalence relationships, defined as the application in succession and
ordered of two transformations, is still an equivalence relationship.

The equivalence of a class of frames relative to a set of phenomena, is called invariance of such
phenomena relative to the group of transformations between the frames.

2.1.1 Conventions

Through the note we will conform to the following conventions:

Units

We will always use relativistic units with 2 = 1,¢ = 1. In these units, we have for the elementary
charge e2/4m = 1/137.

Fourier transform

The tridimensional Fourier transform is
o) = | f@eirrag, (2.1)
igp 9P
ff(p)e P Wa (2-2)

=
2
I

and analogously for the four-dimensional case.

Operators

We will not introduce a different symbol for the operators on the Hilbert space and their eigen-
values. The reader should understand the difference from the context of the various equations
introduced.

2.2 Invariance in quantum mechanics

In quantum mechanics the invariance respect to a change of reference frame is defined as follows:

a) The possible states in the two frames are the vectors of a same Hilbert space. The
observables are the same. The transformation law is a mapping of the Hilbert space
onto itself.

b) Starting from the same initial state the time evolution is the same in the two frames.
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2. THE PARTICLE §2.2. Invariance in quantum mechanics

The invariance transformations are a group. So an invariance transformation is a realization
of the group on an Hilbert space.

Let |a) be a state, in a certain frame, defined by the simultaneous measure of a complete
set of commuting observables. Any vector of the form z,|a) where z, is an arbitrary phase
factor, is an eigenstate of the same observables with the same eigenvalues. So it represents the
same physical state. The phase is not observable. A measurement on |a) means to observe the
probability that |a) contains a state |b) defined by the measure instruments. What one measures
is

Py = [(Blayf?, (2.3)

where the phases x, and z, cancel. A vector of the Hilbert space modulo a phase is called a
“ray” of the Hilbert space and will be denoted |{a}).

Wigner theorem: Given a bijective transformation between rays in a Hilbert space [{s}) —
|{s'}) such that

[K{sp}{si DI = [{s2}{siDI* Vi{sa}), [{s2}) (2.4)

it is always possible to choose the phases in such a way that the transformation is realized on
the Hilbert space vectors as a unitary or antiunitary transformation.
Proof:

1. Let |e,) be an orthonormal complete base of the Hilbert space and let |{e,}) be the
correspondent rays. The transformed rays are orthonormal

(eilej) = b5 = [{eil{ejDI* = &y (2.5)

Let us choose in an arbitrary way a set of phases on the rays |{e;}), i.e. a set of vectors
le;> that represent the states. Then

(ejlej) = dij (2.6)
The set of vectors so obtained is also a complete base of the Hilbert space. In fact, if there
exists a vector [v) such that (v'|v") # 0 and (v'|e),) = 0 Vn, then, by hypothesis, there

would exist a vector |v) such that (v|v) # 0 and {(v|e,) =0 Vn, against the hypothesis
of completeness of the base |ey,).

2. Let |F)) = |e1) + |ex). The generic representative of the transformed ray |{F}}) will be

|[Fx) = zi(le1) + yrler)), (2.7)
with z; and y; phases factors. In fact
|(Filen)| = On1 + 0 = |(F}len)| = On1 + Onk- (2.8)
Next I can define the following S transformation
|Ser) = ler) |[Sex) = yxler) (2.9)
SF) = IFD) = [eD)+ wulei (2:10)
With this choice
|SFy) = |Se1) + |Sek). (2.11)

In other words we realized the transformation S as a linear transformation on vectors of
kind |Fy). Let us next extend this construction to all vectors of the Hilbert space.
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§2.2. Invariance in quantum mechanics 2. THE PARTICLE

3. Consider a generic vector
[0) = " anlen)- (2.12)
n

Let us assume, without loss of generality, a; real. The correspondent ray |{v}) will be
transformed into a ray |{v'}) with the following generic representative

V') =D anlen), (2.13)
n
and since by hypothesis
Kolenl? = [<v'len)[?, (2.14)
we have
|ay| = |an]. (2.15)
We define
[Se1) = ey, (2.16)
|Sen) = ynle,) Vn#1, (2.17)
with y, some phase factors, so that for any vector belonging to the transformed ray |{v'})
0 a/
W) =z{a1|Ser) + > —2|Sen) ¢, (2.18)
n=2 Yn
with z a phase factor. We then define
1
|Sv) = E|U/>' (2.19)
By hypothesis it must be
a, ?
[(Fy|v)|? = |ay + ap|* = |[(SFk|Sv)? = |ag + y_: (2.20)
Since we also have |ax| = |a}| we require
a/
Re(ajar) = Re <a1 —k) . (2.21)
Yk
Then there are only two possibilities:
i ar = ap/yr
i e = (a)/y)*
or

Lo [Sv) =82, anlen)) = X, anlSen)

i [Sv) = 83, anlen)) = 25, anlSen)

In the first case the operator S is linear, in the second is antilinear. We also have
i. <SU1|S7J2> = <Ul|'l}2> V|’l)1>, |’l)2>

ii. <Sv1|Sv2> = <112|'Ul> V|’l)1>, |’l)2>

In the first case S is unitary, in the second it is antiunitary.
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2. THE PARTICLE §2.3. Invariance and time evolution

2.3 Invariance and time evolution

The requirement b) for invariance tells us that the evolution of the transformed must coincide
with the transformation of the evolved

U(t,1)SE)p) = SOU(t ), (2.22)
where U (t,t') is the time evolution operator. Since |¢) is arbitrary we must have
STHUE,E)SH) = U(t,t). (2.23)
If the Hamiltonian H is independent of time
Ut,t) = e HE), (2.24)
and we require
S(t) = e HE) g(¢))tH 1), (2.25)

2.4 Galilean relativity

We require invariance under translations, rotations, and velocity transformations for pointwise
non relativistic particles.

2.4.1 Spatial translations

Let us consider a reference frame R’ translated by a relative to the frame R. If the spatial
translations are a symmetry of the system it must exist a unitary transformation U(a) which
relates the dynamical variables ¢’ and p’ in R’ to the variables g and p in R. The transformation
law must be

qd = q-—a, (2.26)
p = p. (2.27)
It is easy to see that the unitary operator exists and is

U(a) = P, (2.28)

Since the transformation is unitary the commutation relations do not change
[g,p;] = lai,p;] = iy, (2.29)
lgi»q;] = @451 =0, (2.30)
[, 51 = [pi,pi] =0, (2.31)

where ¢ = U(a)'qU(a) and p = U(a)"pU(a). Moreover from Hadamard lemma (B.11) follows
immediately that Eqgs. (2.26)-(2.27) are satisfied.
The invariance of the time evolution between two frames R and R’ imposes

Ut(a,t)e U (a,t') = e 1) (2.32)
which means
[p,H] =0. (2.33)
In other words, the momentum is a constant of motion. We can also write
0H
= -0 2.34
= (2:39)
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§2.4. Galilean relativity 2. THE PARTICLE

2.4.2 Rotations

A rotation is defined by a versor #i which indicates the axis of rotation and an angle §. We define
0 = 0n. The angles are taken as positive for anti-clockwise rotations. Let us consider a frame
R’ rotated by @ relative to frame R. The component of a vector v will change according to

v; = R(0)i;v5, (2.35)
where R(#) is the rotation matrix. For infinitesimal transformations
v=v' —v~-0nrv. (2.36)

If the quantum system is invariant under rotations it must be possible to construct a unitary
transformation on the Hilbert space which realizes the transformation and commutes with the
time evolution. Let us then consider the angular momentum

J=qnp. (2.37)
It is easy to verify that for v = q or v = p we have
0-J,v] =—i0 A v. (2.38)
Then the transformation we are looking for is
U®) =e*’, (2.39)
as can be readily verified for infinitesimal transformations
v =U"@)wU@)~v—i[f J,v]=v—0 rwv. (2.40)
The transformation commutes with the time evolution if
[J,H] =0 (2.41)

which means that H must be a scalar and the angular momentum a constant of motion. Since
the transformation is unitary it preserves the commutation relations.
If the particle has a spin the generator of the rotations is the total angular momentum

J=qArp+s. (2.42)

2.4.3 GGalilean transformations

If we go from a frame R to a frame R’ moving relative to R with a constant speed v we must
have

qd = q-tv, (2.43)
/

p = p—mv. (2.44)

It is easy to verify that these laws of transformation are induced by the unitary operator

U(t,v) = elPt—am)v, (2.45)

so that
Ul(t,v)qU(t,v) = q—tv, (2.46)
Ul(t,v)pU(t,v) = p—mo. (2.47)
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If the Galilean transformation has to be an invariance we must also require
Ut,v) = e HET ) Et) (2.48)
or
tp—mq = e HE) (¢'p — mq)et 1), (2.49)
If the system is invariant under translations [p, H] = 0, so
(t —t')p = mq — me 1) geiH (=) (2.50)

For infinitesimal time differences we get

p . _OH
= i[H,q] = R (2.51)
So
2
_r
H=2-. (2.52)

2.4.4 Galileo group

We analyzed the symmetries under translations, rotations, and Galileo transformations for a non
relativistic system. The corresponding unitary transformations are

U(a) = €“*P, (2.53)
Uue) = &%, (2.54)
Uv) = e ™K K=mq—tp (2.55)

The group corresponding to the set of these transformations is called “Galileo group” and the
corresponding invariance “galilean invariance”.

From the canonical commutation relationships, the following algebra for the group generators,
follows

Pupv] = 0 Po=H (2.56)
[J,H] = 0 [Ji,p;] =ieirpr (2.57)
[Ji, Jj] = deijudr  [Ji, K] = d€iju Ky, (2.58)
(K, K;] = 0 [K;,p;]l=1imd; [K;, H]|=ip; (2.59)

In the Hilbert space of the physical system is then defined an unitary representation of the group
that transforms the spec into itself.

If this representation is reducible it is possible to write the Hilbert space as a direct sum of
one or more orthogonal Hilbert spaces each one transforming in itself. The generators are written
as sum of the generators acting in each subspace and generators acting on different irreducible
subspaces commute. The states in each subspace evolve with their Hamiltonian each in states
belonging to the same subspace.

A physical system can then be written as a sum of irreducible representations of the Galileo
group.
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§2.4. Galilean relativity 2. THE PARTICLE

The simplest case is a particle without internal structure. In this case the only internal
variable is the spin which commutes with the orbital variables. A complete set of state is

P)ls, 52). (2.60)

Assuming the usual metric
P'py = (@)’ @p-p), (2.61)
<Slz|3z> = 5s;sz (262)

these states constitute an irreducible representation of the Galileo group if the states |s,) are an
irreducible representation of internal rotations. Let us show this explicitly:

plp) = plp), (2.63)
pezB~J|p> _ ezO-Jesz-JpezB~J|p>
= R(6)pe”’|p), (2.64)

where p on the right hand side denotes the momentum operator acting on the eigenstate |p) and
on the left denotes the eigenvalue. The eigenvalues of the rotated state is the rotated momentum.
In the same way:

pefiv-K|p> _ efiv<Keiv-erfiv~K|p>
= (p— m’u)e_w'K|p>, (2.65)
S0
e®’Ip) = |RO)p), (2.66)
e Xlp) = |p—mw), (2.67)

and we see that starting from any vector |p) it is possible to reach any other vector |p’) through
successive applications of rotations or of Galileo transformations. The internal degrees of freedom
only transform by rotations independently.

So a pointwise free particle is described by an irreducible unitary representation of the Galileo
group.

2.4.5 Parity invariance

The parity transformation is defined by
p——-p q——q S—S5 (2.68)

This is a canonical transformation since it does not change the commutation relations. The
transformation operator is

Up = €5 (p+ia)(p—ia), (2.69)
The parity transformation has square 1
Up = Uzt = U}, (2.70)
If the parity transformation is an invariance we must have

Us'HUp = H (2.71)
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2. THE PARTICLE §2.4. Galilean relativity

or
[Up,H] = 0. (2.72)

Let us now prove Eq. (2.69) in the one-dimensional case
Up = 5@ +a* =) (2.73)

Apart from a phase this operator coincides with the time evolution operator of a harmonic
oscillator of mass 1 and w = 1 from time ¢ = 0 to time ¢ = 7. The Heisenberg equations for

alt) = eMtg(0)e (2.74)
p(t) = eHtp(0)eitl, (2.75)
are
¢ = ilHd, (2.76)
p = ilH,p], (2.77)

with H = (p? + ¢%)/2. They have solution

q(t) = gqcost+ psint, (2.78)
p(t) = pcost—gsint. (2.79)
It follows for t =«
g(m) = UbqUp = —q, (2.80)
p(r) = UbpUp = —p, (2.81)
which is what we wanted.
2.4.6 Time reversal
The time reversal acts as follows
q—>q p—>—-p s——8 t——t (2.82)

This transformation cannot be realized by a unitary operator because in such case the commu-
tation relations would be preserved. Instead we want, in one dimension,

lg,p] =i — [q,—p] = —i (2.83)
If the transformation is antiunitary this is possible:
[¢,p'] = ULlg, plUr = UjiUr = —i. (2.84)

An antilinear operator is defined by

T|s1) = |Ts1) T|s2)=|Ts2) (2.85)
T(als1) + b|s2)) = a*T|s1) + b*T|sz). (2.86)

For a linear operator O
(a|Ob) = (OTa|b) = (b|OTa)*, (2.87)
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and the operator is Hermitian if

(a|Ob) = {Oa|b).
For an antilinear operator T

(a|Tb) = (B|T"a),
which is antilinear in |a) and in |b). An antilinear operator is antiunitary if

TT' =T'T =1,
or

{a|T"Tb) = (Tb|Ta) = {a|b).
The transformed of O under T’
o' =T'0T,
is still linear and
|T'OTa) = (OTa|Tb) = (Ta|O'TH).
In particular for O = ¢ we find
THT = TiT" = —i.
The time reversal is realizable with an antiunitary operator:
T'qT =q T'pT =—p T'sT=—s
Moreover, in order to have invariance, we must require
T'HT = H.
If O is an observable
(b|OTa) = (B|TT'OTa) = (TTOTa|T"b).
So if TTOT = +0O we have
(b|OTa) = +{Oa|T"b).

For eigenstates of O, Ola) = O,la), we have

(B|OTa) = +0,(a|T'b) = +0,b|Ta),

which means that |Ta) is an eigenstate of O with the transformed eigenvalue.

So for a state |a) = |p, s, we have
|Ta’> = | — b 78z>a

modulo a phase.

(2.88)

(2.89)

(2.90)

(2.91)

(2.92)

(2.93)

(2.94)

(2.95)

(2.96)

(2.97)

(2.98)

(2.99)

(2.100)
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For a spinless particle with canonical variables g and p the time reversal is realized through

(qITa) = Yra(q) = ¥; (@) = {q|a)*, (2.101)

on wave functions in coordinate representation. In fact we have

(a|T"pTb) = (pTb|Ta) = J%(q)(—iv)df?{ (q)dg = — Jzﬁi‘ (@)(—iV)¥s(q) dg = —(a|pb)(2.102)

where we used an integration by parts. Analogously we verify

(a|TTqTb) = {(qTb|Ta) = {a|qb). (2.103)
The Hamiltonian is an Hermitian function of ¢ and p. In the coordinate representation, q is a
real variable and p = —iV. The transformation p — —p is equivalent to a complex conjugation.

We will have invariance under T' if H(q,p) = H(q,—p) or if H is real. A Hamiltonian of the
form

p2

is invariant under T'.
If the particle has spin, it is described by 2s + 1 functions of q

¥1(q)
Y(q) = : : (2.105)
V2s+1(q)
The spin is represented by three matrices ¥ = (31, 3o, X3) independent from gq. We now take
’Q[)Ta(q) = U¢:<Q)7 (2106)

with U an unitary matrix independent from g and acting on spin space. To have the correct
spin transformations we must have

(a|T"TsTb) = (sTb|Ta) = —(al|sb), (2.107)
or
- [ vz - [virvizve, (2:108)
which means
syt -y (2.109)
and taking the complex conjugate, since &' = ¥, we find
U'sU = -Z*. (2.110)

With the usual choice of phases in the angular momentum representation 3; and X3 are real
matrices and ¥4 is pure imaginary.
For example for spin 1/2 particles

1/1 0 1/0 1 1 0 1
Then apart from an unessential phase we find
U =e™2 (2.112)

a rotation of 7 around the 2 axis, which changes sign to X; and ¥3. In conclusions we have

Prq = €k (2.113)
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2. THE PARTICLE

2.5 Einstein Relativity

The invariance under the Galileo group is valid in the limit of small velocities. But, actually,
physics is invariant under Lorentz transformations in addition to spatial translations. This

invariance is known as Einstein relativity.

The Lorentz group is defined as the group of linear transformations which leaves invariant

the quadratic form
ds? = dt* — dx?.
Let dr = (dz°,dz!,dz?, dz®) = (dt,dx) we can write
ds? = guvdztdx”,

where Einstein summation convention is used with

10 0 O
0 -1 0 0 .

g,ul/ = gl“, = 0 0 71 0 gﬂ gl/ac = 5”@
0 0 0 -1

The Lorentz transformations are defined as the linear transformations

dz'* = A" dz”,
such that

guvda'dz = gw,A“aA”ﬁda:ada:ﬁ .

Due to the arbitrariness of dz* we have

Guw = GapASAL,
or

g=A"gA,

which defines the Lorentz group. Taking the 00 component in Eq. (2.119)

1= gaﬂAaoAﬂo = (A%)* - Z(Aio)za

2

or
(A%)? > 1,
or
A% =1 or A% < -1
Taking the determinant in Eq. (2.119) follows

(detA)? =1,

(2.114)

(2.115)

(2.116)

(2.117)

(2.118)

(2.119)

(2.120)

(2.121)

(2.122)

(2.123)

(2.124)
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or
detA = £1. (2.125)

The transformations obtained continuously from the identity have A% > 1 and detA = 1 and

constitute the proper Lorentz group. The transformations with AO0 > 1 and detA = —1 can

be written as the product of the parity P : * — —x times a proper transformation. The ones

with A% < —1 and det A = 1 as a product of the time reversal T' : z° — —z° times the proper

transformations. The ones with A% < 1 and det A = —1 as PT times a proper transformation.
An infinitesimal proper transformation

A"”, = 6”“, + Q“#,, (2.126)
must satisfy Eq. (2.119). So
Gurv = Guw + G + Qg + O(QP). (2.127)
Let
Quu = guafls,, (2.128)
then we must have
Qo =~ (2.129)

The group has 6 parameters as the number of components of an antisymmetric 4 x 4 matrix.
The most general 4 x 4 antisymmetric matrix can be written as

1
Qo = 5 29 ML, (2.130)
po

M = 67,69, 67,8°, = —MP. (2.131)

We write
( M(pa))“ _ grepe) (2.132)

SO
w o pa 1 (po) _ 1 (o) \"

Q v = g Qall = g iw(pd)M/.Ll/ = éw(pa) (M ) y . (2.133)

The matrices M) satisfy the following algebra.
[M©B) pp)] = — (Qau MBY) 4 gBY pplom) _ gBrpplav) _ gov M(ﬂu)) , (2.134)

We can then introduce

JW) = i) (2.135)
and

i 1 i)

J = _§€0iij y (2.136)

Kt = g, (2.137)
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where €., uspus 1S the Levi-Civita symbol with €g123 = 1 1. Then Eq. (2.134) is rewritten as

[J, 9] = deynd®, (2.141)
[J K] = derK", (2.142)
(KL KT = —deijpd”. (2.143)

The generators J° are the rotations generators, which constitute a subgroup of the Lorentz
transformations. The K* are the generators of the velocity (v) transformations and are vectors,
as follows from their commutation relations with the J*. The infinitesimal transformations are
then

A=1+i0 - J—-a K). (2.144)
The finite ones are
A =i Xap TP wap) = (i@ T—aK) 4 _ (tanh oy, tanh s, tanh a3), (2.145)

where 0 is the rotation angle vector and a is the rapidity vector.
Under the Lorentz group the generators of the translations p, must transform as four-vectors

[J#), p™] = i(g"*p* — g™ p*), (2.146)
or
[J,p°] = —dp° = —Jp° =0, (2.147)
which expresses the conservation of angular momentum, and
[J5,p7] = —6p7 = —J°p’ = ieiup”, (2.148)

which tells us that p is a vector. On the momenta the generators of the velocity transformations
act as follows

[Kip°] = —op° = —K'p® = ig®p’, (2.149)
[K',p'] = —op) = —K'p' = —ig"p°. (2.150)

The invariance under translations is written as
[p*,p"] = 0. (2.151)

The commutation relations between the generators are then

[pIL’pV] = 0, (2.152)
[J(”V)7pa] — i(guapll _ ganH)’ (2153)
[J(aﬁ), J([JJ/)] = 3 (gall](ﬂ’/) + gﬂ’/J(aH) _ gﬂ/‘J(o‘”) — go‘VJ(ﬂ”)) . (2154)

1For any antisymmetric tensor F»¥ it is possible to use a decomposition of the following kind: F*¥ = (P, A)
with

Al —F2 A2 - _p31 A3 - _p1? (2.138)
pl = F0Y p2Z_p02 p3_ po3 (2.139)

For the product of two tensors of this kind we have

%Fﬁ)F@)“" =AM . A® _pD) . p?) (2.140)
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2. THE PARTICLE §2.5. Einstein Relativity

They define the Lie algebra of a 10 parameters group known as the Poincaré group.
The Poincaré group is defined by the transformation laws

(Aya) iz — 2’ = Az — a, (2.155)

where a is a translation and A is a Lorentz transformation. We immediately find the multiplica-
tion properties of the group as

(A1,a)(A2,b) = (A1Ag, —A1b — a), (2.156)

from which immediately follows that the translations are an abelian invariant subgroup. In fact
applying repetitively Eq. (2.156) we find that the transformed by similitude of a translation

(1,a),
(A’ C)(]., a) (Ail, *C) = (1’ A(C - a’) - C), (2157)

is still a translation.

By Wigner theorem the states of a physical system are the basis of a unitary representation
of the Poincaré group. An elementary system will be described by an irreducible representation
of the Poincaré group.

We note that

g =7 i;K , (2.158)
obey the following commutation relations
[, ] = deijnd¥, (2.159)
[J5, 7] = dend®, (2.160)
[Je,J7] = o. (2.161)

So the generators of J; and J_ obey to the algebra SU(2) ® SU(2). Let us show now that an
irreducible representation of the Poincaré group, i.e. an elementary particle, is determined by
the mass and the spin.

An irreducible representation is characterized by the value of the invariants, i.e. of the
operators built with the generators of the group that commute with all the group generators.
We then define

1

r, = ieuaﬁaﬂaﬁ)pa, (2.162)
Lt = 0, (2.163)
g = J¥p, (2.164)
g'pp = 0. (2.165)
One can prove [26, 27, 28, 29, 30] 2 that
p?J#) = ghp’ — g'p" — €HAT pa. (2.167)
20ne can use the identity

R
€M egapp =det | 0o O5 8y |, (2.166)

5x 63 6,

and the definition of I'; to calculate the product e"“"AI‘gpk.
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This tells us that J**) can be expressed in terms of Pu, Ly, and g, if p? = pupt # 0.
Moreover we have

[TuT] = iepual?p, (2.168)
(94, T0] = —ilups, (2.169)
[9:0.] = i(guwp® — Pupv), (2.170)
(9901 = —i(g"p” — g"p" — 7" Topy) (2.171)
[pu,Te] = 0. (2.172)

An invariant should be constructed with the vectors p,,I',, and g,. Recalling that g,p* = 0 and
I',p* = 0 the only independent invariants under the Lorentz group are

p°, T2, g%, Tyug". (2.173)

But g2 and I',g" do not commute with translations. Then the representation is determined
by p?,I'%, and by the sign of p°, which is also invariant under the proper Lorentz group and
commutes with translations, if p? > 0.

The physical interpretation of the two invariants is obvious:

i. For the invariant p?> we have 4 cases
p? > 0, (2.174)
P2 = 0 p#0, (2.175)
p? = 0 p=0, (2.176)
p> < 0. (2.177)

Since p? = m? we will be interested only in the first two cases. In these two cases, for

the representations of the proper group (A% > 0 and det A = 1) we will have another
invariant, namely the sign of p°.

ii. The invariant I'? can be calculated in the reference frame where p = 0. In such a frame
=@, r3) = (@) = (0,mJ) T?=-m?J(J+1). (2.178)
The modulus of J in the rest frame is by definition the particle spin, so I'? = —m?2s(s+1)

Then the representation is determined by the mass m and by the spin s, exactly as in the
nonrelativistic happens for the Galileo group.

2.5.1 The irreducible unitary representation of the Poincaré group

We want now to explicitly construct the irreducible unitary representations of the Poincaré group.

Massive particles

We can build a base of the Hilbert space which diagonalizes simultaneously the components p,,
of the four-momentum, which commute among themselves, and other observables which we will
denote by now with o. The vector of the base will have the form |p, o) with

pilp,0) = pi|p,o) polp,o) = sgn(po)polp, o), (2.179)
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with pg = p° = +/p? + m2 and p = (p*,p?,p3) = (—p1, —p2, —p3). We will call U(A) the unitary
operators which represents the generic Lorentz transformation A. We will have

U(A)‘pa U> = ER(Aap)aa/‘Apa U/>' (2180)

In fact, using the group algebra we have
UM (AP U(A) = A,p, (2.181)
then

UMUY(M)p,U(A)|p, o)
— ApUA)|p,0). (2.182)

puU(A)|p, o)

So U(A)|p,o) belongs to the eigenvalue (Ap), of the four-momentum. And this proves Eq.
(2.180). The Lorentz invariant measure, for momentum p = (p°, p*, p?,p3) = (»°, p), is

d*p d3p
dSdp = 2m)? 8(v/p? —m)B(po) = (2m)32py” (2.183)

One can easily verify that with the invariant normalization
P',0'|p, o) = (27)*2po8(p — P')d0or, (2.184)

the matrix R(A, p)so in Eq. (2.180) is unitary due to the unitarity of U(A).

The operator I', commutes with all the components of p,,. Then when applied to the state
|p, o) it can only mix it with states of the same p.

Let us start by considering the case p> = m? > 0 with p = 0, |0, o), for which

p|0,0) =0 pol0,0) = sgn(py)m|0,0). (2.185)
On this subspace T, = 1€u0p,J (@8)p7 can be easily calculated
T'o=0 T'=mJ=ms. (2.186)

The angular momentum of the rest frame is called spin by definition. The dimension of the
subspace is 2s + 1.

For the variable o we can take the eigenvalue of one of the spin component, i.e. ss.

If U(Ap) is a Lorentz transformation which brings the momentum from 0 to a certain value
p, since T'* is a four-vector, we will have

UT(Ap)TFU (A,) = (Ap)H TV, (2.187)

If we call I_‘ﬁ ., the representative of the I'* on the subspace |0, ) we will have

TAU(A,)|0,0) U(Ap)U' (Ap)THU(A,)|0, 0
= U(Ap)(Ap)H,T¥10,0)

= (Ap)ATY, U(Ap)[0,0). (2.188)

v-o'o

Then (Al,,)“,,I_‘c’;,(7 is the representative of I'* on the subspace |p, o), in the representation in which
the base vectors are |p,o) = U(Ap)[0,0).
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The Lorentz transformation U(A,) which brings the momentum from 0 to p is not univocally
defined: it is indetermined on the right by a transformation of the small group 2 of the initial
momentum 0 and on the left by a transformation of the small group of the final momentum p.

For each choice of these transformations we will have a choice of the base vectors U(Ap)|0,0)
and of the representative of I'*. We will adopt, in the following, a standard choice for U(A,).
Namely a simple velocity transformation e~** ¥ in the p direction, which sends the momentum
from 0 to p. The base vectors are then

o) = U(Ap)|0,0) = e**¥]0,0), (2.189)
and
I*(p) = (Ap)",T7(0) = <p “8,ms + S; fiﬁ) : (2.190)

This can be proved as follows. We can write for a general velocity transformation

(7 —~B™ _ 1
Ap_(—vﬁ 1+(w—1>ﬂﬁ“//32> " (2.191)

with
2
b Po 2 Py
Y P ond (v—1)/82= —Po 2.192
W= = y="_ and (y-1)/B m(po + 1) (2.192)
The transformation we are looking for is then
1 p'py Po
AE, = 88 — 5" 5° 4 8" p, — 60 (1 2—) 2.193
(P)u v p0+m[m0V+ 0p+m up<+m I ( )

from which we immediately find Eq. (2.190).

To complete the construction of the representation we could now look for the representative
of g, defined in (2.164), using the commutation relations (2.168)-(2.172), and construct the
representative of the generic J(*) using Eq. (2.167). Alternatively we may proceed as follows:

a)  Let us first consider the rotations. If A is a rotation Ry
U(Re)|p,0) = U(Re)U(Ap)U'(Re)U(Re)|0, ). (2.194)
We know that
U(Ap) = e K, (2.195)
and since
U'(Rg)KU(Ry) = RoK, (2.196)
we have
U(Rg)U(Ap)U'(Rg) = ¢ *(Foo) K (2.197)
and
U(Rg)|p,0) = (eio's)a,a |Rep,0”). (2.198)

3The small group of p is the subgroup of the transformations which leaves p unchanged.
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b) For a Lorentz transformation sending p into p’
UA)Ip,0) = Uk U (A ) U (AU (A1)[0, 0. (2.199)

The matrix U (A, )U(A)U(A,) belongs to the small group of p = 0, i.e. it is a rotation
R(A, p) in the subspace |0,0). To determine it we just need to calculate

AAA,, (2.200)

using the formula (2.193) and the explicit one (2.191). If we call R(A, p),/» the represen-
tative of such a rotation in the space |0,0) we will have

U(A)‘pa U> = R(A7P)U’G|Apa U>' (2201)

Explicitly, if A is a velocity transformation with velocity £ in the direction 71, we find

_ _ Po D;
A-an, e = ((Ro RSN | m, m, «
p P v Ry RY p; 5 DDy,
—— Ot
m m(py +m)
Po Pi
Y —yBn m,
; . 2.202
< —vBny Ok + (v — Dngmy ) ( ﬁ i + L ) ( )
m m(po +m)
To first order in 3
Py = Po—BR-p=po—B-p+ OB, (2.203)
P = —yBapo+p+(y—1a(a-p)=p—Bp+ OB, (2.204)
and
R, =8 + A (n'p; — p'nj) + O(B?). (2.205)
J iT e +m j j
Recalling that in the vector representation (J*) jk = €55, and using €;jk€ium = 61bkm —
0;mdk; we finally find
R~1-iB2P g (2.206)
pPo +m
The finite transformation R(A, p) is then of the following form
. Bap
R(A,p) = ‘moim (2.207)

This rotation is called the Wigner rotation.

The transformations on the wave functions can be determined from the one on the states.
The generic |¢) is written as

\@=memmm@, (2.208)
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and the scalar product

@16 = [ 4% B)elp) (2:20)

Under a transformation U(A, a)
|Ap) =U(A,a)|¢) = Jde e "0y (p)R(A,P)ors| AP, o). (2.210)
Changing variables from p to A~!p and using the fact that the measure is invariant we find

[A¢) = fdﬂp e ATPAR 06 (A p)[p, o), (2.211)
or

(Ap)o(P) = Rooror (A 'p). (2.212)

The matrix R is given by Eq. (2.198) for the rotations and by Eq. (2.202) for the velocity
transformations and is unitary respect to the metric {(¢'|$).
For an infinitesimal transformation Eq. (2.212) gives the form of the generators:

a) For an infinitesimal rotation of an angle 6
Alpr~p+Orp R~1+1i0-s, (2.213)
so
. 0
605 = (Aps) — o ~ 10 - So6100 + (6 A P)%%- (2:214)
The generator is defined by d¢ = (0 - J)p so
. 0
J=s—ipAr—. (2.215)
0
b)  For a velocity transformation
Alp~ptfpy Ra1—iPLAP (2.216)
Po +m
so
: . BAp 0
8o ~ —i(B- K)o, = — Ny PO Po 2.217
o~ —UB - K)po = —i =m0+ 800 o + B Do 0o, (2.217)
or
K=P"° (2.218)

+ ipg—=—-.
Pot+m p"ap

One can verify that the generators J and K satisfy the algebra of the group. This completes
the construction of the representation of the group on the Hilbert space of the multiplets of
functions ¢(p) with the metric of Eq. (2.209).
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The Helicity

We just saw that states can be taken as simultaneous eigenstates of p?> and I'> and accordingly
labeled as |m, s, ...), with

pilm,s,...>) = m2m,s,...), (2.219)
I%im,s,...) = —ms(s+1)|m,s,...). (2.220)

What are the additional quantum numbers we can use to label the states? They must be
eigenvalues of operators which commute with each other. So we are free to consider states of
definite four-momentum p,. Since the mass is already fixed, it is only necessary to specify in
addition the three-momentum p, the energy being determined by p°® = 1/m2 + p2. We cannot
simultaneously give definite value for the third component of the angular momentum operator
J?3 because J and p do not commute. However there is an angular momentum operator which
commutes with p, namely the helicity. This operator is the component of the spin along the
direction of the momentum, J - p/|p|, and its eigenvalues are labeled a. Thus the complete
specification of the momentum eigenstates of a massive particle is |m, s; p, a) with

pulm, s;p, a), (2.221)

J -
|T‘p|m,8;p,a> = alm,s;p,a). (2.222)

Pulm, s;p,a)

Massless particles

Let us consider the base |p,c). For p? = 0 it does not exist a rest frame. We will take as the
standard state the state with

" =(p,0,0,p), (2.223)

with p chosen arbitrarily. We will call |p,o) the corresponding subspace. We will assume
sgn(p®) = 1. The discussion for sgn(p®) = —1 is analogous.

On the states |p, o), I'* acts mixing them, since it commutes with p#. The condition I'*p,, = 0
gives

p(r?—T?) =0. (2.224)
We will define
=pl r*=r'+r2 (2.225)
The the commutation rule
[FM7I‘V] = Ze,uup/\r b, (2226)
gives
[r+,1] = Fr%, (2.227)
[r",17] 0, (2.228)
1] = o, (2.229)
[[2,T%] 0. (2.230)
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Moreover
r?=r'r-, (2.231)

since I'2 — I'2 = 0. _
In a unitary representation I't = (I'")'. If we diagonalize T,

L|p,a) = alp, ), (2.232)

from Eq. (2.227) the operators I't and I'~ are the operators of highering and lowering of a
respectively. Their representative is then

(FJr)mn = bn(sm,n-l—l; (2.233)
T )mn = bpdnmst- (2.234)
(2.235)

Then Eq. (2.231) imposes I'? = |b,|?> = o2, independent from n. If a # 0 the T'* repre-
sentation is infinite dimensional. In order to have a finite number of states of fixed spin and
momentum it must be o = 0. This implies ['" = I'" = 0 and, by Eq. (2.231), I'? = 0. So we
can say that

I* = Tp. (2.236)
The physical significance of T' can be obtained from the definition (2.162) of I'**

N
| (2.237)
|p|

I is the projection of the spin on the direction of motion, i.e. the helicity.

From Eq. (2.236) follows that ' is an invariant. For a massless particle the helicity is a
Poincaré invariant. The representation is one dimensional. The helicity is a pseudoscalar: A
representation with a fixed helicity defines a system which is not invariant under parity because
the transformed state has opposite helicity and is not a possible state. The invariance under
parity requires the direct sum of the representations with opposite helicity. The photon exists
in the two states of helicity +1.

We will define the generic state |p) with |p| = |p| through a rotation starting from the
state |p). The rotation sending p into p is undetermined on the right for a rotation around
the direction of p and on the left for a rotation around the direction of p. We will choose |p)
adopting a standard convention for the Euler angles that define it, i.e.

Rp = R.(¢)Ry(0)R.(—), (2.238)

where 6 and ¢ are the polar angles of p. This convention is equivalent to define R, as a rotation
of § around n3 A P, with ng the versor along the 3 axis and p = p/|p|.
With this convention

lp) = U(Rp)|D). (2.239)
It is easy to verify that |p) has the same helicity, a, of |p). In fact

Jop -1

J-p

~\ Jp
Tl U B)lP) = URy) = 12) = alp). (2.240)
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We will define the state [p’) with p), of the form (2.223) and p’ # p through the transformation

) = U(Ap)Ip), (2.241)

where U(Ap) is a pure velocity transformation along the 3 axis which sends p into p’ without
rotations around p or p’. The rotated states of |p’) will be defined with the convention (2.239).

Once fixed the base in this way let us now construct the representation. If U(A) is the
representative of the generic Lorentz transformation sending p into p’

U(A)lp) = UA)U(Ry)|B) = U(Rp )U" (R )U (MU (Rp)U' (A )U (M) |5 (2.242)
It is easy to see that
U=R AR, (2.243)

is a transformation that leaves f); unchanged, i.e. an element of the small group of ﬁ;. The
algebra of such a group is formed by the generators €, ,,J "5, i.e. J-p'/|p'|,[T,I~. Now
I'* and I'" are identically zero in the representation under exam, thus U is a rotation around
the 3 axis of a well defined angle ¢.

A rotation of an angle @ around the 3 axis is represented by

R3(p)|p') = "?|p'), (2.244)
where a is the helicity. Then Eq. (2.242) becomes
U(A)|p) = €'“?|Ap). (2.245)
If A is an infinitesimal rotation of parameter 60 we find

1+ipds =~ ei0J-(n3 Aﬁ)(l + 160 - J)efie.]-(n3 AP)
1+460-J—6[J - (ng A p),0-J]
~ 1400 -J —i6[(J - p)ébs — J3(p - 0)], (2.246)

1%

4

where in the first equality we used the fact that Ay = 1, in the second the fact that for infinites-
imal rotations we may choose p’ ~ p in the second exponential, and in the third the use of the
infinitesimal rotations. We then find

@ = 603(1 — p3b) + 60 - P, (2.247)
and choosing 6 = |p|/(|p| + p3)
_ p + |pns
=00 ————. 2.248
4 |p| + p3 ( )

Analogously if A is an infinitesimal Lorentz transformation of parameter 68 we find

0B1p2 — 0B2p1 ‘ (2.249)

@ =
|p| + p3

The generic state of the particle is written as

®) - [0, 00)p), (2.250)
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with the scalar product
@10 - | 40, & (p)2(). (2.251)
For a generic Lorentz transformation
U)®) = [0, eIt P Ap) ~ [ d2, (A Pt P ), (2.252)

The generators on the space of the ®(p) functions are

0
J = —ipn e + s, (2.253)
K - ipoi +Xx (2.254)
op ’ ’
with
N D2

§§ = G———— Sy =a——— 83 =a, 2.255
R e R (2:255)

D2 b1
= a =—a =0. 2.256
X1 |p| + ps X2 |p| T ps X3 ( )

This generators obey the commutation relations of the algebra (2.141)-(2.143) and are hermitian
with the metric (2.251).

This completes the construction of the group representation on the Hilbert space of functions
®(p) for a zero mass particle.

The Wigner rotation

We here want to calculate explicitly the Wigner rotation for a finite Lorentz transformation, for
a massive particle. The velocity transformation is written as

U(A) = e 5, (2.257)
with
K = ipy— + 2L (2.258)
~ % Tt m’ '
For zero spin
V7% p(p) = p(A~'p). (2.259)
For non-zero spin
U(M)p(p) = eV %W 757 o(p), (2.260)

where ¢ has 2s + 1 components. The operator U(A) is the exponential of two operators which
do not commute.
In general given two operators A and B one has

eATB _ oA i r dry - -dr, T(B(z1) - B(zy,)), (2.261)
n=0+0
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7zABezA

where B(z) = e and T is the usual time ordered product

1
T(B(z1) -+ B(zy,)) = p Z O(zi, — x4y) - 0(xs,, | —xn)B(z1) - B(zn). (2.262)
" permutations
of {ix}

If A and B commute B(z) = B and Eq. (2.261) gives e4A*8 = e4eB. Eq. (2.261) can be proved
observing that U()\) = e*4+B) obeys the equation

d

ﬁU(A) =(A+B)U\) U(0)=1. (2.263)
Let
W(\) = eM i f dz, ---dz, T(B(z1) - B(zn)). (2.264)
n=0v0
One easily verifies that
d
EW()\) = (A+ B)W()\) (2.265)

with W(0) = 1. The we must have U(A) = W(A) and for A =1 Eq. (2.261) is recovered.
Let now

0 PAS
A=y -poo>— B=—iy- : 2.266
v Py e (2.266)
We will have
B(z) = e*zy-po@%B(p)emy-pog% _ B()\:algp)’ (2.267)

where A, is the Lorentz transformation with parameter zy. In the numerator of B, due to the
vector products, only enters the component of p orthogonal to y and this is invariant under the
transformation. So

PAS

B(z) = —iy - m. (2.268)
The B(x) all commute with themselves and
1 17t n
L doy - dz, T(B(@) -+ Blan) = UO B() dx] , (2.269)
and
UA) = VPO elo b(@) de (2.270)
Moreover
iy fhde PR
U(AM)e(p) =e =" o(A ), (2.271)
Then the Wigner rotation is
YRR (2.272)
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The integral can easily be evaluated if we parametrize p,, in the form p,, po = m; coshyy,
p| = mgsinhyg, and my = 4/m? + pf_. Using this parametrization we find

Jl dz B Jl dz
o AT'.po+m o micoshlyo +y(1—z)| +m
1 Jy dz
~ yJo micosh(yg + 2) +m
ypL "’
h ==y
¢ = arcsin m; + mcosh(yo + 2) , (2.273)
m +my cosh(yo + 2) | ,_g

is the angle of the Wigner rotation.

Discrete transformations

We want now to discuss the discrete transformations, specifically the spatial inversion and the
time reversal.
The spatial inversion II sends

p—>-p J—->J K- -K. (2.274)
We immediately find a representation

Olp) = nl — p), (2.275)

and on the wave functions

¢a(P) = —n¥a(—P), (2.276)

where 7 is a phase factor which must be +1 since II?> = 1. It is easy to show that the transfor-
mation (2.276) is unitary

Male) = | Al (-p)pal-p)
= f A% (p)¢a(p) = (d'|a), (2.277)
Moreover {Ila/|plla) = —{a’|pa) or
'pll = —p, (2.278)
and
nJn = J, (2.279)
Ko = -K, (2.280)

since we assumed 7 independent of p.
A representation of the time reversal T is in terms of the antiunitary operator

o(p) — nrCe* (—p), (2.281)
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where the unitary matrix C' is defined in Section 2.4.6 and nr is a phase independent of p. So
that

@IT'pTa) = (TalpTa’) = [ Al (-p)pe(-p)
= - Jdﬂpsol/ (P)ppa(p) = —(d'|pa) (2.282)
or
T'pT = —p, (2.283)
Similarly

d|T"JTa
(d]

(Ta|JTa'y = Jdﬂ,,(p;ﬁ(—p)c* (—ip A % + s) CT o, (—p)

fdﬂpwlf(—p) (ip A % - s) ¢a(—P), (2.284)

where we integrated by parts and used CsT"CT = Cs*CT = —s (see Eq. (2.110)). So(Ta|JTa') =
—{d'|Ja) or

T'JT = —J. (2.285)
Similarly
T'KT = K. (2.286)

2.5.2 'Wave functions in coordinate space

In relativistic mechanics the coordinates, z = (2°,z!,z2,23) = (t,z), play a privileged role.

The constant speed of light principle, together with the relativity principle, implies that a signal
cannot propagate at a speed greater than c. This implies, for example, that the regions with
2% < 0 are causally disconnected from the events at x = (0,0). This statement is simple in
coordinate space but it does not have an equally explicit expression in other representations.

It is then convenient to associate to a state a wave function ¥ (x) which describes the state
point by point in space-time. For the description to be effectively linked to the point event it is
necessary that ¢ (x) transforms locally.

For a Lorentz transformations A this means

P(z) 2 ¢/ (@) = S(A)P(A a), (2.287)
¥ (Az) = S(A)¢(), (2.288)

where S(A) does not depend on the point and it is a representation of the Lorentz group.
For a translation, a, we require

P(x) = Y’ (z) = P(z + a). (2.289)
Introducing

Put(a) = i= (), (2.290)
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the momentum eigenstate ¢, (x) can be written as follows

bp (@) = e PPy (0), (2.291)

where in the exponent we use the simplified notation pz = p,z*.

If the time evolution is local we will need that ¥ (x) obeys to a partial differential equation
with derivatives of finite order. In what follows we will try to build local wave functions for
spin 0,1/2,1 particles. Of course the states of these particles are defined by the unitary irre-
ducible representations of the Poincaré group. Our wave functions will have to be in bijective
correspondence with the vectors of such representations, and the scalar product for such vectors
will have to be expressible in terms of wave functions. Relative to this metric of the Hilbert
space the symmetry transformations on the 1 (z) will have to be unitary. We will verify that the
representations of the Lorentz group S(A) will necessarily be finite dimensional.

We conclude observing that

P'(0) = S(A)%(0), (2.292)

in fact A is the small group of point z = 0. If we call U(A) the unitary operator which represents
the Lorentz transformation A we will have

U(A)(z) = U(A)e #"(0) = U(A)e™P=U~H(A)U(A)(0), (2.293)
but
U(A)e P*U~1(A) = e iAP)7 — g=ip(A7"a) (2.294)
and, since U(A)(0) = S(A)(0),
UA)p(z) = e PADS(A)p(0) = S(A)p(A ). (2.295)

2.6 The relativistic wave equations
In Section 2.5 we introduced the Poincaré group and showed that a structureless particle is

described by a unitary irreducible representation of this group identified by the mass and by the
spin. We will now find the relativistic wave equations of free motion for these particles.

2.6.1 Particles of spin 0

For a spin 0 particle any given state |s) can be represented as

|s) = Jdﬁpws (p)lp), (2.296)

ps(p) = (p|s) is the wave function in the representation were the momenta are diagonal. The
wave function associated to the state |p), ¥p(x), must have the form (2.291). By the superposition
principle

(2]s) = () = J 004 (p)e” Py 0). (2.207)

To determine ¥, (0) let us consider the effect of a Lorentz transformation

BN f 4 o4 (p)|Ap) = Jdnp (A1 p)Ip), (2.298)
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and on the wave function
() f dSp a(A1p)e P2y (0) = fdﬂp Pa(p)e PN Dy, (0). (2.299)

This transformation is certainly local if ¥o,(0) = 9,(0). This means that ¢,(0) must be an
invariant constructed with p,. Since p? = m?, such an invariant must be a constant, that can
be chosen equal to 1.

So
vula) = [ d pulple (2.300)
Under translation
bs(x) = Y’ (2) = Ps(z + a). (2.301)
Under Lorentz transformation
Ps(z) - @' (2) = s (A1), (2.302)

The function () in Eq. (2.300) transforms locally and the requirement p?> = m? implies that
it obeys the Klein-Gordon equation

O+ m?)s(z) =0, (2.303)
where
2 S o2
O=25 - 25 (2.304)

is the d’ Alambert operator. Eq. (2.303) is invariant under transformations of the Poincaré
group.

Not all solutions of Eq. (2.303) are of kind (2.300). Eq. (2.303) admits also solutions with
negative energy. As a matter of fact the wave function of Eq. (2.300) obeys to the following
equation

.0
(lﬁ —v/m?2— V2> Ps(z) =0, (2.305)
which is non-local. The requirement for a local equation imposes to have negative energy solutions
as well.

The general solution of Eq. (2.303) can be easily obtained working in Fourier space

4 ~
5:0) = [ g ) (2.306)
Then Eq. (2.303) becomes
(p* — m?)ihs(p) = 0, (2.307)
$s(p) = @s(p)2m8(p* — m?). (2.308)




§2.6. The relativistic wave equations 2. THE PARTICLE

Integrating over pg in Eq. (2.306)

d3 . L
Ps(x) = f@ﬂ—f;m [ws (Pypo)e” " + s (P, —po)e” *"’""] . (2.309)
We then define
@s(P,p0) = 5 (P), (2.310)
¢s(p,—po) = ¥5(—p), (2.311)
so that
vulo) = [ 0 [l () + 47 (p)e™]. (2:312)

A natural scalar product can be introduced as follows. Given two solutions of the Klein-Gordon
equation (2.303), ¥, (z) and 9 (z), the quantity

TSV (@) = ik O by = i [0y — (083 ], (2.313)
where 0, = 0/0x*, is conserved, i.e.
o+ J* () = 0. (2.314)

Then, due to Gauss theorem, if the 1 go to zero sufficiently rapidly at spatial infinity, the integral
extended to an hypersurface of spatial kind extended to infinity,

fda“J,(j”b) (z), (2.315)

is independent from the surface (do* is the oriented normal). It can be calculated on a surface

20 = constant

f o J( ™Y () = f dwJ\ P (t, ). (2.316)
We will define the scalar product {a|by through

by — J do T (z)

= Jde [soi “(p)ey (p) — va (D)oy (p)] : (2.317)
The generators of the group in this representation are
.0
Pr = g
0 0
(wv) _  _; H N 231
J z(m e Iaw”)’ (2.318)

which are hermitians under the metric of Eq. (2.317).

The Eq. (2.305) satisfied by these wave functions is non-local. In order to have a local
equation, like (2.303), it is necessary to put together positive and negative energy solutions.
Actually, the Klein-Gordon Eq. (2.303) is second order in the temporal derivative, while, once
the Hamiltonian is known, the evolution equation should be of the first order.
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2.6.2 Particles of spin 1/2

The irreducible representations of the Poincaré group corresponding to particles of mass m and
spin 1/2 are in correspondence with vectors |r, p), where r is the eigenvalue of one component of
the spin in the rest frame.

Any state |a) of the Hilbert space generated like so is of the following form

2
o) = fdnp S 0u(r,B)Ir, . (2.319)
r=1

The infinitesimal transformations of the Lorentz group are

PAS

0alrip) > ralri) = (1438 (Gp 0 2 vs) —ia (i + 225)] g pi2a0)

0p po+m
We will now construct local wave functions for these states. The locality under translations fixes
the form of the wave functions corresponding to eigenstates of momentum

Yr.p(€) = Yrp(0)e P2, (2.321)

We will call ¢, ,(0) = u(r, p). Due to the superposition principle we will have

2
Yo () = Jde Z wa(r, p)u(r,p)e *P*. (2.322)
r=1

To find an explicit form for the local wave functions we will adopt the following strategy. We will
assume specific properties of local transformations for 1, (x). We will write an equation explicitly
covariant under the Poincaré group transformations and will later prove that the solutions of
this equation give a unitary representation of the Poincaré group. And will express the scalar

product between states in terms of these wave functions.

Locality under group transformations requires

Ya(@) 2 Yaa(@) = S(A)pa (A 2), (2.323)

where S(A) is a finite dimensional representation of the Lorentz group. The Lorentz group is
locally isomorphic to SU(2) ® SU(2). Hence the finite dimensional representations are fixed
by two numbers (n,,n_) which determine the representations of the two groups SU(2) with
generators

J. = J+21K , (2.324)
g - 7 2Z . (2.325)

We will heuristically construct the i) with representations of dimension 2.
There exist two inequivalent representations of dimension 2. The (1,0) and the (0, ;). In the
two representations the group generators, defined by the infinitesimal transformations

A~1+i0-J—ia- K, (2.326)
are given by
1 ) J=3
(5,0) : { K= g (2.327)
1 J=2
0,3) { K =g (2.328)
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The corresponding finite transformations are

Sao) = ePEE (2.329)
SopA) = e?ired, (2.330)
with
—1
S, =5, 5 (). (2.331)

We will call ¢ the spinors which transform according to (1,0) and 7 the ones transforming

29
according to (0, 1).
Since J is an axial vector, whereas K is a polar vector, we have under parity

(2.332)

Then in order to construct a representation invariant under parity we need to consider a reducible
representation of the Lorentz group for S(A), namely

(2.333)

The vectorial space for this representation is composed by spinors of 4 components of the form

( 5 ) . (2.334)

In such representation, the generators of the Lorentz group are

o
- 0
J = g s | (2.335)
2
~iZ 0
K = 2 4| (2.336)
0 iz
2
Using the following identities for the Pauli matrices
[0-0,0] = —2i0 Ao, (2.337)
{a-0,0} = 2a, (2.338)

where [...] stands for the commutator and {...} for the anticommutator, we easily find that
o

2,pg+p-a}—|—...

. o
S(1,0)(A)(po +p~ﬂ)SZ%,O)(A) = potp-o+ilf-5,po+p-o]—{a

i 1
= po+p~a'+5[0~a,p~a‘]—a~a‘p0—§{a~a,p'a'}+...
(pp—a-p+...)+0-(p—0Ap—apy+...)
= pyt+o-p, (2.339)
where in the vector representation we used

(Ji)jk = €ijks (2.340)
(iK)j0 (iKi)oj = dij, (2.341)

Il

54



2. THE PARTICLE §2.6. The relativistic wave equations

and p’ is the Lorentz transformed of p
Py = Apy. (2.342)
Then an equation of the form
° +p-o)n=ck, (2.343)

where c is a scalar, is covariant under Lorentz transformations. In fact, calling S = 51 o (A),
we have

S(p° +p-o)n=cSE, (2.344)
or
S@p° +p-o)StST Iy = eS¢ (2.345)
Due to Eq. (2.331) Srln = 7’ and using Eq. (2.339)
@ +p o =¢, (2.346)

so the equation has the same form in all reference frames. Analogously we show that (p° —p-o)¢
transforms as (0, %) The most general system of first order covariant equations has then the
following form

@ +p-on = &, (2.347)
®’-p-0)¢ = n, (2.348)

and invariance under parity imposes ¢ = ¢/. Multiplying the first equation by (p° — p - o) and
using the second equation we find

P —p? = 2. (2.349)

Then if we want to describe a particle we must identify ¢ with the mass m. In terms of bispinors

we have
O .
<p0_0p.a p+0p”>(f7>=m<f7). (2.350)

We give a more symmetric form to this equation by introducing the 4 x 4 matrices

70—((1) (1)> 7—(2 _Oa>, (2.351)

and the bispinor ¢ = ( ) We will also introduce
1
0

3

U
i

( 1> Y'Y = = ewor Y Y Y (2.352)

We then find

(Y°p° — - p) = mp, (2.353)
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or
V'puh = my. (2.354)
Introducing the notation p = v*p, we have
(P —m)p =0. (2.355)

This equation is known as the Dirac equation.
Applying the Lorentz transformation S(A) in the representation (,0) @ (0, ) to the Dirac
equation

S(A)Y*pS~H (A)S(A)y = mS(A)y. (2.356)
Since the bispinor transforms under S(A) the covariance imposes
S(A)y*STHA) = A4y, (2.357)

which means that v* transform as a four-vector.
In coordinate representation

(id —m)yp =0, (2.358)

and by construction the solutions of this equation transform locally under Lorentz transforma-
tions. Of course in order to know whether they represent the states of a spin 1/2 particle of mass
m we must verify that they are in bijective correspondence with the states defined in terms of
the representations of the Poincaré group, and that a transformation on the states corresponds
to a transformation on the wave functions.

We have

("} = 29", (2.359)

we can define the covariant component of the gamma matrices

Yo = G’ (2.360)
and we find
Y1} = 2940 (2.361)
Also
{*,7°} =0, (2.362)
and
,yo‘r =0 ,_YiT — o, (2.363)
or
T = 0ytaL. (2.364)

Using the matrices «* it is possible to write in a compact form the Lorentz transformations

in the representation (3,0) @ (0, ). Consider the matrices

1
Opy = E['ﬁu?’u]- (2365)
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Under the transformation S(A)o,, S~ (A) they transform as an antisymmetric tensor of rank 2.
One can verify that

1 1
K= 50‘" J = éeowkajk i,5,k=1,2,3. (2.366)
The tensor o, represents the generators of the Lorentz group and we can write
S(A) = ed@" o, (2.367)

Moreover o,,,,/2 satisfies the algebra (2.154).
The matrix 7° has the role of exchanging the representations (3,0) and (0, 1), so it coincides
with the parity operator up to a phase,

P
Ya() = Ypa(z) = NPy Ya(a®, —2). (2.368)
From the anticommutation rules (2.359) follows
Py’ = =" i=1,2,3 %0 =70 (2.369)

It is interesting to consider the set of the 16 matrices
I L e i (2.370)

From the definition follow that the properties of Lorentz transformation of the matrices (2.370)
are

1 scalar
7P pseudoscalar
yH vector (2.371)

¥?y*  pseudovector
ot¥  antisymmetric tensor

These 16 matrices are linearly independent (in fact they transform differently under Lorentz
transformations) so they constitute a complete basis for the 4 x 4 matrices, i.e. any 4 x 4 matrix
can be written in the form

16
D e, (2.372)
a=1

where {I'*} is the set of 16 matrices (2.370).
Note that if 1) and 1)’ are two bispinors, 1)’ T?/) is not a scalar density. In fact

W @) @Y v (A 1z + a)STA)S(A)W(A Iz + a), (2.373)

and STS # 1. The representation S(A) is not unitary as follows from its definition (2.327)-(2.328)
and as should be expected since the Lorentz group is not compact. But we have

ST(A)Y® =28 L(A). (2.374)
Then, upon defining ¢’ = 970, 9’1 is a scalar density

V@@ @Y @Az +a)S (M) SA)(A T + a)
= YAz +a)yY(A 'z +a). (2.375)
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Let us finally mention the following formulas,

TI'{’Y“I’YMZ . 7M2n+1} — 0, ( )
Tr{y#y"} = 4", ( )
Tr{y"y"v*°} = 4{g"" ¢*" — g"P9"" + g7 g""}, (2.378)
Tr{yS v y" 4P} = —4ielP?, (2.379)
VAP = 24, (2.380)
7#/4/37” = 4AB7 ( )
YABCA = —2CBA. ( )

Dirac equation solutions: momentum eigenstates
Multiplying Eq. (2.355) by 7° we find
P’y = (a-p+1"m)y, (2.383)

where a = 7%y. Now we do a change of representation where we diagonalize 7°

YUy A >UxFUL U= \/% < } _11 ) =U 1, (2.384)
explicitly
Sl
U(f7>_ 5\@” =(£>. (2.385)

V2

After this transformation the algebra of the « matrices remains the same. The  matrices are

rewritten as follows
1 0 0 o 01
0 _ _ 5 _
7_(0_1) _(_00) 7_<10). (2.386)
Since 7 is diagonal in the non-relativistic limit the states in this representation have definite
parity. This is known as Pauli representation. The one of Eq. (2.351) as spinorial or Kramers

representation.
Let us now find the solution with definite momentum and positive energy in the form

Yp(z) = e P u(r, p), (2.387)

suggested by translational invariance.
In the Pauli representation we find then

p’ui — o -pus = mus, (2.388)
—p’us +0-pur = mus, (2.389)
where p® = 1/p2 + m2 and u = ( Zl )
2
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These equations admit two independent solutions labeled by two Pauli spinors (bidimensional)
w; and ws orthonormal

Wy
’U,(T‘, p) =cC ( o-p w > wlws = Ops. (2390)
PO +m

Since we know that wu must be invariant, we find

a‘T.pa‘.p
(P° +m)?

*(- )

2
= czﬁ = invariant. (2.391)

ww=uu = whw.c (1 -

We then choose conveniently ¢ = 4/p° + m so that

VPO + mw,

uwrp) = | 2P, | (2.392)
Vo +m

u(r,p)u(s,p) = 2mbrs. (2.393)

As a standard base for the spinors w,. we can take the eigenstates of o,

w1=<(1)> wgz(‘l)). (2.394)

As in the scalar case the Dirac equation admits also negative energy solutions. These will be of
the following kind

P(z) = PP (), (2.395)

Proceeding as in the previous case we find

g-p
S
(r,p) = VP’ +m : (2.396)
VPP + mb,
Calling v(r,p) = @(r, —p) we find
opr -
virp) = [ VPPEm |, (2.397)
VPP + md,
o(r,p)v(s,p) = —2mbrs. (2.398)
The spinors u and v satisfy the following algebraic equations
(¢ —mu(r,p) = 0, (2.399)
(P +mv(r,p) = 0, (2.400)
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and constitute a complete set of spinors for the description of the momentum eigenstates. The
four solutions found form a set of independent vectors, orthogonal respect to the 4° metric

u(r,p)u(s,p) = 2mbys, (2.401)
o(r,p)v(s,p) = —2mdrs, (2.402)
u(r,p)v(s,p) = o(r,p)u(s,p) =0. (2.403)

Due to the completeness of the set we also have

2
Du(r,p)i(r,p) = p+m, (2.404)
r=1

2

Y o(r,p)o(r,p) = p—m. (2.405)

ﬁ
Il
-

Transformation properties and connection with the Poincaré group representations

We will now explicitly study the effect of the Lorentz transformation S(A) on the solutions we
just found. We will find that they realize a representation of the Poincaré group for a spin 1/2
particle.

A Lorentz transformation sends solutions with momentum p to solutions with momentum
p’ = Ap. In fact, using the covariance property of the v matrices we find

S(A)(p — m)u(r,p) = (¢ —m)S(A)u(r,p) = 0. (2.406)

In the Pauli representation we find for a rotation R(0)

Z 0 i0-2
72 o) swen- (" s ), (2.407)
0 — 0 €72
2
S0
A/ + me®? Zw, AP0 + me® Zw,
SROWrp) — | B 00)p 05 |- o ROP) 05, |, (08
A/P? +m " VPl +m ’
and

5w, = Y RO)wwy RO)er = (2F)  S(RO))ulr,p) = 3 RO)rru(r', Bp).(2.409)

A transformation of rapidity « is given by

a L«
—ag 0 cosh — — & - o sinh — 0
S(A =(e _g>: 2 2 . (2.410
(Aa) 0 e*'? 0 coshg—kdz-a'sinhg ( )
2 2
and in the Pauli representation
cosh & —@ - o sinh &
US(Aa) U™ = A 2 4 a 2 | (2.411)
—@ - 0 sinh 3 cosh 3
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We then find explicitly

cosh % —& - osinh % 1‘;0 + mw, \/;zme*i‘/”"é‘”‘3 Wy
‘P = o-p A 2.412
—@& - o sinh g cosh g mwT —= p e 1PTEnDy, ’( )
2 2 P P +m
where
sinh &
tan ¢ = plsioh g (2.413)

(p° +m)cosh § — pysinh §

Here we used Eqs. (E.23) and (E.24) and pj = & - p. The matrix R = e~%?¢"? ig a rotation of
an angle —2p& A p which acts on the components of the spinor w. Explicitly

S(Aa)u(r,p) = Y R(Aa, p)rru(r’, Aap). (2.414)

For an infinitesimal transformation (o « 1)

o |P|

= 2.415
@ 500 +m (2.415)

g anp . PAra
R ~ 1- =1 . . 2.416
2 pO m + 18 P+ m ( )

So in general we find

=Y R(A,p)rrulr’, Ap), (2.417)

r

where R is the Wigner rotation associated to the transformation A. And an identical formula
holds for v(r, p).
Let us now consider any solution of the Dirac equation

2
b(@) = ), fdﬂp [0} (P)u(r, p)e™P® + ¢ (p)u(r, p)e®®]. (2.418)
r=1

By construction the Poincaré group is realized in a local way on the space of these solutions

T, P(z) ' (z) = Y(z + a), (2.419)
A b(z) 2 3 (x) = (A ') (2.420)

For infinitesimal transformations, recalling that ( ) ~ ot — wh,z?, we have
P(x) > (L+adu)y(e), (2.421)
Y@) = 1+ %w“”o,w — W, 0,)Y(x). (2.422)

And the generators are

P = Wy, (2.423)
Sy = ow+ %(xuﬁu — T, 0p)- (2.424)
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For the translations we find
of(p) - e Pl (p), (2.425)
o, (p) — € (p), (2.426)

which are the usual transformations laws, in the momentum representation, for the eigenstates
of the momenta p and —p respectively.
For Lorentz transformations we find

2
v) Ao S [y (o PR Perulr’, Ap)e A

ror/=1

(10; (p)R(A7 p)r’rv(T/’ Ap)eip(Ailﬁ)]

2
- X J A [ (AT P)R(A, A7 p)rru(r’, p)e™ P+

ror/=1
oy (A'p)R(A, A~ p)pru(r', p)e?”] . (2.427)
So the law of transformation on the functions ¢+ is
eip) - Y RAATP)e (A D), (2.428)
oy (p) 5 Y RAATP)mer (A 1p). (2.429)

This law of transformation is identical with the one constructed in Section 2.5.1. The generators
can be found recalling that for rotations and velocity infinitesimal transformations we have

RO) =~ 1+ig -9, (2.430)
Rla) ~ 1—2'%-;;1’;. (2.431)
The result is
J - % —ip A %, (2.432)
_ %]ﬁ—&-ip()%, (2.433)

which coincides with the expressions (2.215) and (2.218).
Let us now write the scalar product in terms of the 1 (z). Let 1, and 1} be two solutions of
the Dirac equation. Then the quantity

It ) (@) = Ye(2)7"a(2), (2.434)
is conserved

"

Ly (@) =0, (2.435)

as can easily be proved from the Dirac equation and recalling that 4%v° = 1 and 4%y#7° = v+,

J(’; b) transforms as a four-vector under Lorentz transformations

Tt (@) = Py(A'2) ST (A S(A) (A a)

a,b)
= (A3 (A 2)y Ya (A ), (2.436)
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where we used Eq. (2.357) and (2.374). The conservation law is thus covariant. Applying Gauss
theorem as in the scalar case, the integral extended to any space-like surface with normal do*,

JdJ”J(’;’b)(ac), (2.437)
is independent from the chosen surface. Choosing a surface z° = constant, it is independent
from z°. We thus define

<a|b> = de ’(/_Jb(CC, t)VOT/Ja (wa t) = de ’J)b(wa 0)7O¢a($7 0) (2438)

Respect to this scalar product, since it is Lorentz invariant and clearly translational invariant,
the transformations of Egs. (2.421)-(2.422) are realized as unitary operators. It can be easily
shown that their generators (2.423)-(2.424) are hermitian respect to this scalar product.

Using the equations

ul(r,pu(s,p) = o'(rp)uls,p) = 2%, (2.439)
u'(r,p)v(s,—p) = 0, (2.440)

we obtain
alty = [ a2, [l 0)es (0) + 03" (Pl (0)]. (2.441)

So the scalar product coincides, in the two subspaces relative to positive and negative energies,
with the scalar product originally introduced for the representation of the Poincaré group.

We have then realized, in a local way, a unitary irreducible representation of the Poincaré
group, extended to the parity transformations, for particles of mass m and spin 1/2.

2.6.3 Particles of spin 1
11

The most simple Lorentz transformation which contains spin 1 is the (3, 3) representation, i.e
the one of four-vectors. For this representation |s,| can assume the values 0 and 1.
A local wave function W*(z) transforms according to the law

WH(z) 25 AL WY (A ). (2.442)
For the state with definite momentum
WH(z) = e "%k (r, p), (2.443)

For the spin to be 1, in the rest frame the four-vector e*(p) must have only spatial components.
This means

e*(r,p)pu = 0. (2.444)
Then in addition to the Klein-Gordon equation
(O + m?)WH(z) = 0, (2.445)
WH(z) must satisfy the constraint (2.444) which in coordinate representation translates into

0, WH(z) = 0. (2.446)
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The Egs. (2.445) and (2.446) are equivalent to the system

Gu(z) = 0Wy(z)— Wy (z), (2.447)
0,G" (z) — m*W”(z) = 0. (2.448)

In fact applying 0, to the second equation and using the antisymmetry of G,,, we find
m20,WH(z) = 0, (2.449)

which coincides with Eq. (2.446) when m # 0. On the other hand if J,W#(z) = 0 the Eq.
(2.448) coincides with (2.445).

The Eqgs. (2.447) and (2.448) has both positive and negative energy solutions. The general
solution is of the form

3
we(z) = 3 J 4, [W(r,p)e (r, p)e~#* + W(r, p)e*(r, p)e®*] (2.450)
r=1

where €,(r, p) are independent vectors that obey to Eq. (2.444).
By construction such solution is an irreducible representation of the Poincaré group.
We can define a scalar product, exactly in the same way we did for the spin 0 case,

lalby = —i J do" W, (x) 3, W (z) (2.451)
- -~ [ao, Wi, (2.452)
where
3
Wan(p) = > Wa(r, p)eu(r, p). (2.453)
r=1
Note that
: Pup

2 eulrPIES (1 D) = ~gu + 57 (2.454)

r=1

represents the density matrix for unpolarized states. The proof is straightforward in the rest
frame. The covariance fixes the form in other frames.

Let us give, for completeness, an explicit representation of the base e*(r, p). In the rest frame
we can choose any three spatial orthonormal vectors. Let them be &(r,0). For particles with
momentum p we can define, according to Eq. (2.287),

e (r,p) = S(Ap)e(r,0) = (Ap)e"(r,0), (2.455)

where we used the fact that * transform as a four-vector. Using then the explicit expression
(2.193) we have

rp) = —2, (2.456)

g(r,p) = ¢&(r,0)+p (2.457)
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The canonical base is the one where si(r, 0) = 6;. Choosing instead as a base the eigenstates
of s, we have

e(+1,0) — —\/ii(ez—f—iey), (2.458)
£(0,0) = ie,, (2.459)
e(~1,0) = \/Li(em—iey), (2.460)

where e;, ey, e, are the versors of the axes.
In the vectorial case the Wigner matrix R is defined by

R(A)yre"(r',p) = Aie” (r, A p). (2.461)

2.7 The second quantization

It is an experimental fact that the number of particles may change in physical processes: An
hydrogen atom in the state 2P is composed by an electron and a proton and decays into an atom
in its fundamental state plus a photon, an electron which pass through the Coulomb field of
nucleus is accelerated and emit photons (Bremsstrahlung), when a positron annihilates with an
electron their mass is converted in energy in the form of two photons, in the scattering between
two high energy protons many pions are produced, .... Then, exist transitions between states
with different number of particles. In Section 2.7.1 we will present a formalism that allows to
describe systems of many free particles, used in any many-body theory, relativistic or not, and
known as Fock method. It allows to describe many particles states with the correct statistics and
to introduce operators that change the number of particles (creation and annihilation operators).

In Section 2.7.2 we will introduce the free field operators, and we will interpret in terms of
field operators the negative energy solutions of the equations of free motion.

The relativistic equations of motion can be rederived in the Lagrangian formalism and it
can be shown that the Fock second quantization is equivalent to the canonical quantization of a
system of an infinite number of degrees of freedom.

The Lagrangian formalism is indispensable to write theories of non-free particles: In interac-
tion.

2.7.1 Fock space

Let us consider an orthonormal complete base |i) for the single particle states. For example the
base |r, p) of the positive energy states for relativistic particles introduced in Section 2.6.

If the particles are bosons, in the state |i) can coexist an arbitrary number n; of free particles.

If the particles are fermions, in the state |¢) can exist at most one particle.

In both cases, assigning the occupation numbers {n;} in the various states |¢) determines com-
pletely the state of the system, since the state must be symmetric for the bosons and completely
antisymmetric for the fermions.

Bosons

For any state |¢) the observable number of particles in such state, n;, has integer eigenvalues:
1,2,3,...
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His spectrum is the one of an harmonic oscillator. As for the harmonic oscillator is possible to
define a rising (creation) operator bZT and a lowering (annihilation) operator b; of the eigenvalue
of n;. The commutation properties are

[bi,b]] =1 [bi,b:] = [b],b]] =0, (2.462)

We then define n; = bei with
[ni,b] = —b; [ni,b]] = b!. (2.463)
The lower state |0;) corresponds to zero particles in the state |¢) and b;|0;) = 0 with <0;]0;) = 1.

The normalized state with n; particles is then

T\n;
O 105 = Im (2.464)

A state identified by the set of occupation numbers {n;} in the different states |¢) can be written
as

(b)™
L e | N 0 (2.465)

15

where |0) = [ [, |0;) is the vacuum. It is automatically symmetric under particle exchange if
[bs,bx] = [5],b}] = 0. (2.466)

The “harmonic oscillators” correspondent to different modes are independent and we must also
have

[bi, 0] = G (2.467)

The total number of particles is

K3

N =Y n; =) blb;, (2.468)
Moreover {0|0) = 1.

Fermions

For the fermions the occupation number can be 0 or 1 and the state must be completely antisym-
metric under particle exchange. This can be realized by associating to each single particle state
an harmonic anti-oscillator, requiring anticommutation between operators relative to different
modes

(b3, be]s = [b],05]4+ =0 [bs,bL]+ = &, (2.469)
[ni,b] = —bidix  [ni,bL] = b o (2.471)

The subscript + indicates the anticommutator. The possible states in the mode |i) are |0;) and

2
bZ|0i> = |1;). b;r |0;> = 0 because the operator bz anticommutes with itself. Moreover

bibl[0:) = (=bib] +1)]0;) = |0,). (2.472)
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Observations

Given an operator O written in terms of creation and annihilation operators we will denote with
: O: the normal ordered operator for bosons or the antinormal ordered operator for fermions.
For bosons it is obtained from O displacing all creation operators to the left and all annihilation
operators to the right and for fermions is is obtained from O displacing all creation operators
to the left and all annihilation operators to the right times (—1)™, with n the number of needed

exchanges of a creation and an annihilation operator. For example for bosons : bb': = b'b = bbl —
1. Normal ordering is not linear. For example : bb': =: 1+b'b: =: 1: +: bfb: =14 b'b # b'b.
For fermions : bb': = —bb = bb! — 1. In particular we will always have (0|: O: 0) = 0 on the

vacuum. We usually refer to the normal order as the Wick order.
The (anti)commutation relations are invariant under unitary changes of base. Let V be a
unitary transformation from the base |1;) for the single particle states to the base |1,)

o) = D Vaills) 1) = D> Vi 1), (2.473)
with VVT = VIV = 1. If [1,) = b]|0) then |1,) = 3, Vb |0). Defining
B, = D Vaib] ba = > Vb, (2.474)
we have
[basbgle = [bh,bhle =0, (2.475)
[ba,b;]i = ZV;}VM [bs, b;]i = Z V;iV,Bi = (VVT)ﬂa = 0ag- (2.476)
1] 1

The vacuum remains unchanged.

If the index 7 that label the states is continuous, as for the momentum p in the base |r, p)
for free particles, the (anti)commutation rules must be modified replacing the §;; in the Egs.
(2.467) and (2.469) the diagonal element of the identity matrix in the chosen representation. For
the states |r, p)

[b(r,p),b(r',p')]i = [bT(r,p),bT(r',p’)]izo, (2-477)
[b(r, p),b' (', )]+ = 6 (27m)*2p%8(p — '), (2.478)

where + denotes the commutator or anticommutator. This choice give the correct states nor-
malization. In fact

{ryplr', 'y = 0[b(r, p)bT (', p')0) = 0| [b(r, p),b' (r, p')] £ 0) = b, (27)32p%8(p — P'). (2.479)

The density of occupation number is b'(r, p)b(r, p) and the total number of particles is
N - fdn,, S0 (r, p)b(r, ). (2.480)

The commutation rules for N are

[N,b(r,p)] = —b(r,p) [N,b'(r,p)] =b'(r,p). (2.481)
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2.7.2 Field operators

Let
= [ d2, Y e.rp)in) (2.482)
be any single particle state. It can be written as
|s) = JdQ Z ©s(r, p)bl (r, p)|0), (2.483)
with
(r',p'ls) = 0[b(r', p')s) = Jdﬁp 2. ¢s(r,p)0fb(r', )b (r, p)0), (2.484)
but
Ofp(r', p')b' (r, p)0) = 6y (2m)2p°5(p — P'), (2.485)
and so
Qb(r',p")s) = ps(r',p'). (2.486)

The operator b(r, p) extracts from a state the component with momentum p. We can construct
an operator which acts in the same way on the x space. For a particle of any spin let us consider
the positive energy solutions and build the following operator

= fdﬂp . b(r, p)u(r, p)e”*". (2.487)

The operator ¢ (z) has the same number of components of the function u(r,p): 1 for spin
0, 4 for spin 1/2 and 1. In any case from Eq. (2.487) follows

Ol @)9) = [ 42 Y pulr,plulr,ple = p,(a), (2.488)

where ¢, (z) is the wave function of the state |s).

The operator ¢ (x) defined in Eq. (2.487) is called field operator or better the positive
energy component of the field operator. The subscript + indicates that it contains only positive
energies.

The operator ¢, () is a linear superposition of solutions u(r, p)e *P* with positive energy of
the wave equation, so it is a solution with positive energy of the wave equation.

Let us give the explicit formulas for the field operator

spin 0 ¢ (z) = Jdﬂp b(p)e P®, (2.489)
2 .

spin 1 ¢ Jd Z e P, (2.490)
s |

spin 1 WH(z) = J Z ple PT. (2.491)
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It is possible to invert these formulas using the expressions for the scalar products defined in the
various cases (2.317), (2.438), and (2.451)

spin 0 b(p) = ijda“ eP” E'M pi(z) = inw e'P” 30 w4 (x), (2.492)
spin } b(r,p) = | deul(r,p)e™ . (o), (2.493)
spin1 b(r,p) = —inw ek (r, p)e” 70 W (z). (2.494)

All observables can be expressed in terms of b'(r, p) and b(r, p). Then they can be expressed in
terms of the fields and of their first derivatives for spin 0 and 1 particles, and in terms of the
fields for spin 1/2 particles.

2.7.3 Transformation properties of the field operators

The invariance under a symmetry group implies the existence of a unitary representation of the
group which send the Hilbert space into itself.

For a free particle the symmetry group is the Poincaré group and the representation is ir-
reducible. We want now construct the representation of the group on the many free particles
states.

Let U(A,a) = T,U(A) be a transformation of the group with Lorentz matrix A and translation
parameter a#. On the single particle states we know that

U(Av a)|ra P> = e_i(Ap)aR(Aap)r’r|r/, AP>, (2495)

where R is a unitary matrix which represents the Wigner rotation. To construct the representa-
tion of the group in the Fock space we assume that the vacuum is invariant

U(A,0)/0) = [0), (2.496)
and we set
U(A, )b (r,p)UT (A, a) = e " APIAR(A, p),rb! (, Ap). (2.497)

This representation realizes the (2.495) and transforms independently the many particles states.
For the annihilation operator we will then have

U(A,a)b(r,p)UT (A, a) = e BPAR(A, p)X b(r', Ap). (2.498)
We define the transformed of b(r, p) as follows *
b(r,p) — UT(A,a)b(r,p)U(A, a). (2.500)
From Eq. (2.498), recalling that
U Y(Aa)=UNA,-A1a), (2.501)

4Note that here we must define the transformed operator using the inverse transformation respect to the one
that applies to regular observables for which the measure in the two reference frames must coincide. In fact

@s(r,p) = (0lbs) — O|UTBUs) = (0|b's), (2.499)
where b’ is the transformed operator and in the last equation we used the fact that U|0) = |0) and Uls) = |s').
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we find
U'(A,a)b(r,p)U(A,a) = e P*R(A,A"'p),b(r', A" p), (2.502)
U (A, )b (r,p)U (M) = € R(A, A" p)E,b(r', A"1p). (2.503)
(2.504)
To derive Eq. (2.502) we used
R(A,p), = RAT, P, (2.505)
and
RALp) , =RA, A D). (2.506)
Eq. (2.506) can be derived observing that R is unitary, that
Ir,py = UMUT(A)|r,p) = UAN)RA™L, p)pr|r’', A" D) (2.507)
= R(Aa A_lp)r”r’R(A_lap)r’T‘T”ap>7 (2508)

and that |r, p) is a complete base at fixed p. Since the transformation (2.502) is unitary in Fock
space it leaves unchanged the commutation relations.

The generators of the unitary transformation U (A, a) can be explicitly constructed as hermi-
tian operators on Fock space. For infinitesimal transformations

UAya) ~1—ipya +i0-J —ia- K. (2.509)
We recall that for infinitesimal rotations

RA)ppr & Oppr + 10 - Sppry (2.510)
b, A"'p) ~ b(r,p+8 D)~ brp)+0- <p A %) b(r,p), (2.511)

and for infinitesimal velocity transformations

LQAD

A rr! i rr! T VT " Orr/y 2.512
R(A) 1) Zpo T ® (2.512)
B ATp) x blnp+ap®) x brp) + a5 b ) (2.513)

Using Egs. (2.502) and (2.509) we derive the commutation relations for the generators

[P, b(r;p)] = —pub(r,p), (2.514)
0
17,00rp)] = - ( —ipa %> b, ), (2.515)
PAS .0 0 ,
K = — —_— - . .
(K, b(r, p)] (po o TP 0p)w b(r', p) (2.516)
Taking the hermitian conjugate and recalling that the s matrices are hermitian we find

[pu,b'(r,p)] = pub'(r,p), (2.517)
0

[J,bT(r,p)] = <s +1ip A 6_p) bT(’I‘/,p), (2.518)

0
Kbl - (B2 0 ) b, p). 2.51
W) = (') Wi (2.519)
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It is possible to give an explicit representation for the operators p,, J, and K in terms of the
operators b and bf

b = [ d0 YV 0pIpbinD), (2.520)
0
_ T ;
J - fdﬂp;b(r,p) (s—zp/\%>wb(r,p), (2.521)
i} o (P23 0
K = Jao, Soie (40 vt ) v (2522)

so that these operators satisfy the commutation rules (2.514)-(2.516).
Let us now treat the transformation properties of the field operator. The Eq. (2.502) induces
the following transformation

Ul (A,a)p, (2)U(A,a) = Jdﬂp e P? 2 u(r,p)e " P*R(A, A~ p),b(r', A1 p). (2.523)

Changing variables p — Ap and using Eq. (2.417) we find
¢'(2) =U'(A, )¢ (2)U(A,a) = S(A)p+ (A 'z + A Ma), (2.524)

which is the correct transformation law for a local operator °. Indicating with 2’ the transformed
event we can also write

¢ (&) = Ul (z')U = S(A)py (). (2.525)

This equation allows to write down immediately the action of the generators of the Poincaré
group on the field operators. Denoting with J(,,) and p, the generators in the Fock space

U(T,) = e @Pu U(A) = e39" T, (2.526)

and with o, the generator of the group in the representation under which ¢ transforms, i.e. the
generator of the S(A) matrix, from Eq. (2.524) follows

[Pu 4 (@)] = —idupy (), (2.527)
[J(;w)v P+ (I)] = - [Uuu - i(x,,a,, - .’L',,au)] P+ («'L'), (2.528)

as follows from Egs. (2.423) and (2.424).

2.7.4 Locality and spin-statistics theorem

In constructing the relativistic theory it is necessary to deal with local operators commuting
at spacelike distances. In fact, since a signal can not propagate at speeds higher than that
of light, measures occurred at spatial distances must not influence each other. As observed in
Section 2.7.2 all observables can be written in terms of fields and their first derivatives. If the
(anti)commutators between these quantities are zero for spacelike distances it will be possible to
construct a theory that satisfies causality.

5We recall that (A,a) 1z = (ToA) "z = AT,z = A~z + A 1a.
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From the commutators between the operators b(r, p) and b'(r, p) we can easily calculate the
commutators between the fields and their derivatives. Let us consider first the scalar field

[o+(@), 0+ (¥)] = O, (2.529)
[p+(2), 0} (y)] = Filz—y), (2.530)
[pr@hoopl )] = 55Fiz-) (2.531)

where Eq. (2.531) follows from Eq. (2.530).

The function F, is invariant under translations and under Lorentz transformations. It is in
fact a c-number, i.e. as an operator in the Fock space it is proportional to the identity, because
such is [b(r, p),b!(r,p)]. From Eq. (2.530) follows that

U’ (A7 a) [90+ (w)’ 501 (w)]U(A7 a) =F, (:1) - y)UT (Aa a’)U(A’ (J;) =F, (.77 - y) (2532)
But the first member is also equal to
[+ (A (@ +a), L (A (@ +a))] = FL (A (z —y)), (2.533)

and this proves the invariance of F'; under the Poincaré group.
Explicitly we have

F (z—vy) = Jde e P@=Y), (2.534)
If x and y are at spacelike distances it is always possible to bring them to be simultaneous

(xz° = y°) through a Lorentz transformation. To study the behavior of F', at spacelike distances
it is sufficient to study it at equal times (z° = y°). We then have

F,(0,z—y) = fdnpeimw—y), (2.535)
0 ) dp . (._ )
LR (2 0 — _ _J_m(w Y) — L5 — ). 9.
ayo +(.’L' Yy, y) YOm0 2 (27{')36 25(‘7: y) ( 536)

The integral in Eq. (2.535) can be easily calculated in terms of Bessel functions

POz —y) = T Ko(m|e — yl). (2.537)

2m)? |z — y|
F, is different from zero at spacelike distances of the order of the Compton wavelength of the
particle (£ = h/mc). So a theory constructed in terms of just the ¢, is non local.

But we remember that next to the positive energy solutions exist the “negative energy”
solutions of the Klein-Gordon equation. In the Fock space context a dependence of the kind e*P*
is associated to a creation operator, rather than to a destruction operator as in the expansion
for ¢ . While considering the negative energy solutions is then natural to introduce a “negative
frequency” field

o (z) = f dQ, e7%d! (p). (2.538)

The operators df(p) and d(p) are operator independent from b'(p) and b(p), i.e. they describe
a different particle, and so they commute with them.
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Let us now construct the field

p() = () + o (2), (2.539)
or

p(z) = Jdﬂp [d(p)e#* + d' (p)e™*], (2.540)
ol(x) = Jde [d"(p)e™” + d(p)e~?*]. (2.541)
(2.542)

The commutators now becomes
[p(x), 0(m)] = [¢'(z),¢'(¥)] =0, (2.543)
[e(@),0'(y)] = Fi(z—y)—Fi(y—=), (2.544)
(ple) g )] = 75lFua=v) - Fuly o). (2.545)

At equal times, at spacelike distances, we have

[p(°,2), ' (2% y)] = 0, (2.546)
[p(a°,z), 000" (2% y)] = id(x—y). (2.547)

The theory is now local.

We note that the minus sign in the Egs. (2.544) and (2.545) depends by the choice of
commutation relation: The locality in Egs. (2.546) and (2.547) would have been destroyed if we
would have chosen the Fermi statistics. This is a manifestation of the so called spin-statistics
theorem.

We note that since ¢(z) is a superposition of solutions of the Klein-Gordon equation it itself
satisfies to such equation

@O+ m?)e(z) = 0. (2.548)

Note that since b(p) # d(p) the scalar field is not hermitian. This is also called a charged
scalar field. The hermitian field is called neutral. The particle described by the creation operator
d' is called antiparticle.

Let us now treat the spin 1/2 case. For the Dirac field,

= Jdﬂp > u(r, p)b(r, p)e 7, (2.549)

we have

["/’i (x), ’l/)j.ﬁ (y)]+ J de Z u®(r, p)uT’B (r, p)efip(zfy)

Jdﬂp [(p + m)y°]*PePle—y), (2.550)

where we used the anticommutation relations for the b,b" and we used the Eq. (2.404) for the
projector on the positive energies states.
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Omitting the indexes «,  and using the anticommutation rules of the v matrices we can then
write

.0 ,
e @U@l = (i + o+ i’y V) Fua ), (2.551)
where F, is again given by Eq. (2.535). At equal times

[ (2%, ), 9] (2%, 9)]+ = %5(-'1: —y) + (my° + iy’ - V)F.(z — y), (2.552)

which is non-local.
In analogy to what we did in the scalar case we introduce

b (a) = J a2, Y o(r, p)b' (r, p)eir®, (2.553)
where df is the creation operator for a new particle
[d("', p)7 dT (7‘/7p/)]+ = 5TT’2p0 (277)35(1) - pl)’ (2554)
[d7 d]+ = [dTadT]-‘r = [b7 d]+ = [ba dT]+ = [bTad]-‘r = [bT,dT]+O’ (2555)
and
Vo) =@ +9-@) = [ d X [ulrpbirple ™ + ol p)d (n P, (2556)
W@ = [d2, X [ul b p)e + ol p)dr ple 7] (255)
Then
[b(x), )]+ = [¥'(2),9" )]+ =0, (2.558)

[¥(x), %" (y)]+

Jdﬂp [(ﬁ +m)yle @Y 4 (p— m)’yoeip(’”_y)] (2.559)

0 . 0 .
Jdﬂp [(i'y" prmins m) Ale~tPlE=v) 4 (i'y“@ - m) ’yoe"’(x_y)]

- (i’}’uaxiu + m) Pz —y) — Fi(y — o))

At equal times, using v°v° = 1, we find

[q/)(xo’ $)7 W(«TO, y>]+ = 745(1: - y)a (2560)

which is again local. Again we must notice that in order to have Eq. (2.560) in a local form
it was essential to choose the anticommutators. The commutator would have brought a minus
sign for the vo' term in Eq. (2.559) and to a non-local result. This is a manifestation of the
spin-statistic theorem.

Since 7 is a linear superposition of Dirac equation solutions, it itself is a solution of the Dirac
equation

(if —m)yp(z) = 0. (2.561)
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Let us conclude with the case of a massive vectorial field. The analysis is identical to the
scalar case. For a vectorial field we define

3

Wu(z) = Jde > leu(r, p)b(r,p)e " + &k (r, p)d' (r, p)e’], (2.562)
r=1

W;( ) = JdQ Z p)bi (r,p) e?® +¢,(r,p)d(r,p)e "]. (2.563)

The commutation rules can be easily derived recalling Eq. (2.454)

W@ W] =~ (ot sy ) [Pela =)~ Foly ), (2560)
[Wﬂ(xo, ), WJ (x07 y)] = _27/?[9#0611 + 901/5;1,]6(58 -y), (2.565)

0,0
W, (0, @), W) (% )] = - (gw ; :;;) is(z — y). (2.566)
Also in this case the use of the Bose statistics has been essential for the locality of (2.565). Again
this is a manifestation of the spin-statistics theorem.
The vectorial field W, will satisfy to the following system of equations

@O+m*)Wh(z) = 0, (2.567)
o,WH = 0 (2.568)

The spin-statistics theorem states that, as a consequence of Lorentz invariance and of locality,
half integer spin particles must obey to Fermi statistics and integer spin particles must obey to
Bose statistics.

As we saw in the various cases, the introduction of the negative energy solutions does not
interfere with the Lorentz structure of the fields. Since the commutation rules of the operators
b and d are identical we can write the action of the group on the whole Fock space generated by
b" and df. In particular the generators are given by

Pu = Jdﬂp zr] [b" (r, p)pub(r, p) + d' (r, P)p,d(r, )], (2.569)
J = stzp Z [bT(r,p) <s —ip A %) b(r,p)+

d'(r, p) (s —ip A %)W d(r, p)] , (2.570)
K = JdQ Z[ ( 0+;+z‘p°%)wb(r,p)+

d'(r,p) (pzo) i; + ip‘)%)w d(r, p)] , (2.571)

as can be inferred by Egs. (2.520)-(2.522).
On the field operators Egs. (2.527) and (2.528) now give

[Pus p(2)] = —idup(z), (2.572)
[J(/U/)’ @(x)] - [U;W - i(mp,au - xuau)] (P(x), (2573)
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From the point of view of the Poincaré group it is evident from the construction and from
the generators (2.569)-(2.571) that the antiparticle states are identical to the particle ones: they
describe a system of free particles of mass m.
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Appendix B

Commutators

The commutator of two operators A and B is defined as
[A,B] = AB — BA. (B.1)

The commutator satisfies to the following Lie algebra relations

[A’ A] = 0 (B2)
[A’ B] = _[B7A]7 (B3)
[A7 [Bv C]] + [Ba [Ca A]] + [07 [Av B]] = 0, (B4)
where the third one is known as the Jacobi identity.
For three operators A, B, and C we also have
[A,B+C] = [AB]+[AC], (B.5)
[A,BC| = B[A,C]+[A,B]C. (B.6)
If [A,B] = a € C then
[A,B?] = B[A,B]+[A, B]B =2aB, (B.7)
[A,B3] = B[A,B? +[A, B]B? =3aB?, (B.8)
[A,B"] = naB™'. (B.9)
Then, given a smooth function f, using its Taylor series expansion, we readily obtain
_ _df(B)
[4,7(B)] = a®L2 (B.10)

In general we can prove the following lemma:
Hadamard lemma: Given any two operators A and B we have

e?Be 4 = B +[A,B] + %[A, [A, B]] + %[A, [A,[A,B]]] + ... (B.11)

Proof: Consider the function f(s) = e®4Be *4. We want f(1). Taylor expand f(s) around
s=0

ls?’f”’(O) +.eny (B.12)

lSQf//(O) + 3

£(5) = £(0) + 5£'(0) +
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but it is easy to see that

fl(s) = eAABe 4 — e BAe 4 = e*4[A, Ble *4, (B.13)
f"(s) = e*4[A,[A, B]le 4, (B.14)
f"(s) = e*A[A,[A,[A, B]]le 4, (B.15)

and so on.
Another important result is the Baker—Campbell-Hausdorff formula:
Baker—Campbell-Hausdorff formula: Given any two operators A and B we have

1 1 1
ln(eAeB) =A+B+ §[A7 B] + E([A7 [Av B]] + [B’ [B,A]]) - ﬂ[Ba [Aa [Ay B]]] t... (B16)
Proof: Consider
ST e (B.17)
1-z
or
1
=1- 22+ B.1
Ttz r+zt—z°+ (B.18)
integrate respect to x
R . B
Inl+z) =2z 5% +3z i +... (B.19)
or
1 2 1 3 1 4
ln(:c):(xfl)fi(xfl) +§(x71) 74—1(3371) +... (B.20)
Now
( 1)1«:71 A™mB" k
A_B\ _ — _
ln(e e) - Z k (Z m!n! 1)
k=1 m,n=0
2 2
= <A+B+AB+A%B...>—%(A2+32+AB+BA...)+...
= A+B+%[A,B]+... (B.21)

Commutators are of fundamental importance in a Lie algebra: a vector space g together
with an operation called the Lie bracket, an alternating bilinear map g x g — g, that satisfies
the Jacobi identity. In other words, a Lie algebra is an algebra over a field for which the
multiplication operation (called the Lie bracket) is alternating and satisfies the Jacobi identity.
The Lie bracket of two vectors z and y is denoted [z,y]. A Lie algebra is typically a non-
associative algebra. However, every associative algebra gives rise to a Lie algebra, consisting of
the same vector space with the commutator Lie bracket, [z,y] = zy — yz.

Lie groups are smooth differentiable manifolds and as such can be studied using differential
calculus, in contrast with the case of more general topological groups. One of the key ideas in
the theory of Lie groups is to replace the global object, the group, with its local or linearized
version, which Lie himself called its “infinitesimal group” and which has since become known as
its Lie algebra or the tangent space to the manifold at the identity.

The following theorem is also of great importance:

Theorem: Given two hermitian operators A and B which commutes, [A, B] = 0, they can be
diagonalized simultaneously on the same orthonormal base of vectors of the Hilbert space.
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The Levi-Civita symbol

The Levi-Civita symbol €;,;,...;,, is defined as a total antisymmetric n rank tensor with €p12.., = 1.

In two dimensions

€ij€ik = Ojk,

€ij€ij = 2

(C.1)
(C.2)

where in the first equation we contracted one index and in the second equation we contracted

both indexes.
In three dimensions

€ijk€itm = 0ji0km — 0jmOki,
€ijk€ijl = 30k — 01 = 20k,
€ijk€ijk = O.
In general
Oin  * Oirjn

€irig..in€jija..jn — deb
8inja Oipjn

Also for an n x n matrix A with (A);; = a;; we have

det(A) = €iiy...i,, 015,02 * Oni,

det(A)€j jp..jn =  €irig...in®isjs Fings " Wiy -
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Appendix D

Angular momentum

Consider the angular momentum hermitian operator f,, where the hat denotes the operator.
Then the following commutation relations hold

[Li,L;] = el (D.1)
Then define
o~ 3 ~
2 = I (D.2)
i—1
L. = Ly+iL,. (D.3)

We can then prove the following relations

[L2,L;] = O, (D.4)
[L,,L_] = 2Ls, (D.5)
[Ls,L+] = =*Ls, (D-6)
and
I2=L,L +I2-Ly=L L, +12+1L, (D.7)

Since L? commutes with flg we can diagonalize them simultaneously so that

L?|yr ) L2 a0, (D.8)
f/3|¢L,1\4> Mr ), (D.9)

where, since L2 — L2 = L2 + L2, we called L the maximum value of |M| for a given value L.
Then

LsLilppmy = (M +1)Lilgpr,m), (D.10)
LilyrLy = 0. (D.11)

From Eq. (D.7) follows
0=L_Li|orr)= (L2 — L2 - Ls)lyr. ), (D.12)
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or L2 = L(L +1). Also M can assume 2L + 1 values, namely M = L,L —1,...,—L. And
2L =0,1,2,3, ... R
For the orbital angular momentum L = 7 A p. In the coordinate representation 7 = r and
p = —iV,.. From the commutation relations for position and momentum
[7s,75] = 0, (D.13)
[r:,0;] = idij, (D.15)
follows
[Li,7] = ieijirn, (D.16)
[Li,p;] = ieijibr, (D.17)

and again Eq. (D.1). Using spherical coordinates
r1 =rsinfcos¢, ro=rsinfsing, rz=rcosb, (D.18)

we find in particular

Ls = —z'%. (D.19)
So we see that the eigenvalue equation
Ly m(r) = My m(v), (D.20)
has solution
Yrm = f(r,0)e™M?, (D.21)

where f is an arbitrary function. If the function v s has to be single valued, it must be
periodic in ¢ with period 27. Hence we find that additionally for the orbital case we must have

M =0,+1,4+2,...,i.e. L must be an integer.
If we have to add the angular momentum of two different systems, L = L) + L2, we

can either choose the set of commuting operators {(L(1))2, (L())2, L(1)5, L(2)3} or the other one
{(LM)2, (L®)2, L2, L3}, since [L(V, L(2)] = 0.
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SU(2)

The special unitary group of degree n, SU(n), is the group of n x m unitary matrices with
determinant 1. Its dimension as a real manifold is n? — 1 = 3. Topologically it is compact and
simply connected. Algebraically it is a simple Lie group.

Consider the 2 x 2 complex matrices A which are unitary A'A = 1 and with determinant
equal to 1. The most general 2 x 2 complex matrix can be written as

= 1 %2 C— .ptPi
A ( s 7 ) z; = pie*fi. (E.1)
Imposing unitarity is the same as imposing the three following conditions
iz + 2323 = 1, (E.2)
Zyzo+ zjza = 1, (E.3)
220+ 2524 = 0. (E.4)
Imposing that the determinant is 1 amounts to setting
R1%4 — RR3 — 1. (E5)
This four conditions can be rewritten as follows
p% + p% = 1, (EG)
p% + pz2l = 1, (E7)
plPQei(v’z—tpl) + p3p4ei(tp4—<ﬂa) = 0, (E.8)
p1p4ei(“°1 +pa) _ p2p3ei(@2—¢’3) = 1. (E.9)

Taking the modulus of Eq. (E.8) gives p1p2 = p3ps. When we use this relation in Egs. (E.6)
and (E.7) we find p; = ps and py = p3. Then Eq. (E.8) gives w3 — ¢1 + @3 — ¢4 = ® which when
used in Eq. (E.9) gives

P2+ p3 = e tlerten), (E.10)

which in turn is satisfied by p? + p2 = 1 and 1 + 4 = 0. Then we end up with matrices of the
form

ip1 + — 12
A= _ pem o EVITpem (E.11)
F 1— p1e P2 p1e P1
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In other words we can say that

SU(2) = {( p B ) | a,BeC, |af+ |8 = 1}. (E.12)

(67

The Lie algebra SU(2) of the group is obtained through the exponential map as the 2 x 2
complex matrices ia such that A = e®. Then the unitarity of A implies that a be hermitian and
the condition for A to have determinant 1 implies that a be traceless. It is easy to prove that
SU(n) has dimension 2n(n —1)/2+n —1=n? — 1 and

SU2) = {i0 -0 | 8 € R}, (E.13)

with o; the Pauli matrices

01

o1 = az=<1 0), (E.14)

0 —i
oy = Uy:(i 0 ), (E.15)

1 0
o3 = 0,= ( 0 1 ) . (E.16)

If we add to the Pauli matrices the identity matrix
1= 0 1 ) =01 =02=03=—i010203, (E.17)
we obtain a base for the vector space of hermitian 2 x 2 complex matrices.
The Pauli matrices are unitary and some of their properties are as follows
det(ai) = *1, (E18)
Tr(o;) = 0, (E.19)
det(a-0) = —|af?, (E.20)
[0'7;,0']'] = 27;€ijk0'k7 (E.Zl)
{O'i,O'j} = 251’]'1, (E22)
(a-0)b-g) = (a-b)l+i(anbd)-o, (E.23)
e@(™9)  — 1cosa+ i(f-0)sina. (E.24)
The Pauli matrices offer a representation for the spin 1/2 operator s as follows
o

. E.25
s=2 (E.25)

There exists a 2 : 1 group homomorphism between SU(2) and SO(3).
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Velocity transformations

A velocity transformation with 8 = (0,0, 8) is ' = Az with

o o

—B

SO = O

O = OO

-8 °
0 z!
0 .Z'2 ) (F]')
¥ z?

where v = 1/4/1 — 2. The velocity transformation can be cast into another useful form by
defining a parameter « called the rapidity (or hyperbolic angle) such that

e*=v(1+8) =
and thus
e =91-8)=
So
v = cosha =
By = sinha =
and therefore
B = tanh a.
‘We then have
z/0 cosha 0 0
xt B 0 10
2 | 0 0 1
x’3 —sinha 0 0

1+8

m, (F-2)
1-p
m- (F.3)
5 , (F.4)
€ _26_ , (F.5
(F.6)
(F.7)
—sinha x0
0 x!
0 332 ) (F8)
cosh o x3
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with
cosha 0 0 -—sinha 0 0 0 —i
0 10 0 0 0 0 O . R
0 0 1 0 =exp | —ia| o 5 o o = exp(—iaK®), (F.9)
—sinha 0 0 cosha - 0 0 O

where the simpler Lie-algebraic hyperbolic rotation generator iK?3 is called a boost generator.
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Chapter 3

The Polaron

3.1 Introduction

An electron in a ionic crystal polarizes the lattice in its neighborhood. An electron moving with its
accompanying distortion of the lattice has sometimes been called a “polaron” [31, 32]. Since 1933
Landau addresses the possibility whether an electron can be self-trapped (ST) in a deformable
lattice [33, 34, 35]. This fundamental problem in solid state physics has been intensively studied
for an optical polaron in an ionic crystal [36, 37, 38, 39, 40, 41]. Bogoliubov approached the
polaron strong coupling limit with one of his canonical transformations. Feynman used his path
integral formalism and a variational principle to develop an all coupling approximation for the
polaron ground state [42]. Its extension to finite temperatures appeared first by Osaka [43, 44],
and more recently by Castrigiano et al. [45, 46, 47]. Recently the polaron problem has gained new
interest as it could play a role in explaining the properties of the high T, superconductors [48].
The polaron problem has also been studied to describe an impurity in a Bose-Einstein ultracold
quantum gas condensate of atoms [49]. In this context evidence for a transition between free and
self-trapped optical polarons is found. For the solid state optical polaron no ST state has been

found yet [38, 39, 41].
The acoustic modes of lattice vibration are known to be responsible for the appearance of the
ST state [50, 51, 31]. Contrary to the optical mode which interacts with the electron through

Coulombic force and is dispersionless, the acoustic phonons have a linear dispersion coupled to
the electron through a short range potential which is believed to play a crucial role in forming
the ST state [52]. Acoustic modes have also been widely studied [31]. Sumi and Toyozawa
generalized the optical polaron model by including a coupling to the acoustic modes [53]. Using
Feynman’s variational approach, they found that the electron is ST with a very large effective
mass as the acoustic coupling exceeds a critical value. Emin and Holstein also reached a similar

conclusion within a scaling theory [54] in which the Gaussian trial wave function is essentially
identical to the harmonic trial action used in the Feynman’s variational approach in the adiabatic
limit [55].

The ST state distinguishes itself from an extended state (ES) where the polaron has lower
mass and a bigger radius. A polaronic phase transition separates the two states with a breaking
of translational symmetry in the ST one [31]. The variational approach is unable to clearly assess
the existence of the phase transition [31]. In particular Gerlach and Lowen [31] concluded that
no phase transition exists in a large class of polarons. The three dimensional acoustic polaron is
not included in the class but Fisher et al. [55] argued that its ground state is delocalized.

In a recent work [56] we employed for the first time a specialized path integral Monte Carlo
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(PIMC) method [20, 57] to the continuous, highly non-local, acoustic polaron problem at low
temperature which is valid at all values of the coupling strength and solves the problem exactly
(in a Monte Carlo sense). The method differs from previously employed methods [58, 59, 60,

, 62, 63, 64] and hinges on the Lévy construction and the multilevel Metropolis method with
correlated sampling. In such work the potential energy was calculated and it was shown that like
the effective mass it usefully signals the transition between the ES and the ST state. Properties
of ES and ST states were explicitly shown through the numerical simulation.

Aim of the chapter is to give a detailed description of the PIMC method used in that cal-
culation and some additional numerical results in order to complement the brief paper of Ref.
[56]. In particular it is presented a calculation of the properties of an acoustic polaron in three
dimensions in thermal equilibrium at a given low temperature using the path integral Monte
Carlo method. The specialized numerical method used is described in full details, thus comple-
menting Ref. [56], and it appears to be the first time it has been used in this context. These
results are in favor of the presence of a phase transition from a localized state to an extended
state for the electron as the phonon-electron coupling constant decreases. The phase transition
manifests itself with a jump discontinuity in the potential energy as a function of the coupling
constant and it affects the properties of the path of the electron in imaginary time: In the weak
coupling regime the electron is in an extended state whereas in the strong coupling regime it is
found in a self-trapped state.

The chapter is organized as follows: in section 3.2 we describe the acoustic polaron model
and Hamiltonian, in section 3.3 we describe the observables we are going to compute in the
simulation, in section 3.4 we describe the PIMC numerical scheme employed, in section 3.5 we
describe the multilevel Metropolis method for sampling the path, in section 3.6 we describe the
choice of the transition probability and the level action, in section 3.7 we describe the correlated
sampling. Section 3.8 is for the results, and section 3.9 is for final remarks.

3.2 The model

The acoustic polaron can be described by the following quasi-continuous model [37, 53],
A2
g _ P At o A ik
H= o + gk hwidy, b + Ek (iTrare™™ + He.) . (3.1)

Here & and p are the electron coordinate and momentum operators respectively and dy, is the an-
nihilation operator of the acoustic phonon with wave vector k. The first term in the Hamiltonian
is the kinetic energy of the electron, the second term the energy of the phonons and the third term
the coupling energy between the electron and the phonons. The electron coordinate x is a contin-
uous variable, while the phonons wave vector k is restricted by the Debye cut-off k,. The acoustic
phonons have a dispersion relation wy = uk (u being the sound velocity) and they interact with
the electron of mass m through the interaction vertex T'y = huk,(S/N)'/?(k/k,)'/? according to
the deformation potential analysis of Ref. [65]. S is the coupling constant between the electron
and the phonons and N the number of unit cells in the crystal with N/V = (47/3)(k,/2m)3 by
Debye approximation and V the crystal volume.

Using the path integral representation (see Ref. [42] section 8.3), the phonon part in the
Hamiltonian can be exactly integrated owing to its quadratic form in phonon coordinates, and one
can write the partition function for a polaron in thermal equilibrium at an absolute temperature
T (B = 1/kpT, with kp Boltzmann constant) as follows,

w=x(hf) ,
Z = de H e~ 7S®:2O Dy (t) | (3.2)

xz=x(0)
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where the action S is given by [66],

m (18 ne (B
J dt— 2hf dtJ dsf_FZ ik (x(t)—x(s)) —wk|t—s|

Sp+U . (3.3)

S

Here Sy is the free particle action, and U the inter-action and we denoted with a dot a time
derivative as usual. Using dimensionless units # = m = uk, = kg = V = 1 the action becomes,

S - J dt+J dtf ds Vg s (|2(t) — a(s)], 1t — s) (3.4)
with the electron moving subject to an effective retarded potential,
Vers = dq gV 3T @Ot (3.5)
2ID qsl

L —— dgg? in 2 x(t) — x(s)| ) et
2 V2x(t) —=(s)| fo dgqs (\/;‘ﬂ (#) —2( )|> ;o (36)

where q = k/k,, Ip = ngl
defined as the ratio of the average phonon energy, huk, to the electron band-width, (hk,)?/2m.
This parameter is of order of 10~2 in typical ionic crystals with broad band so that the ST state
is well-defined [53]. In our simulation we took v = 0.02. Note that the integral in (3.6) can be
solved analytically and the resulting function tabulated.

dq = 4n/3, and we have introduced a non-adiabatic parameter 7y

3.3 The observables

In particular the internal energy E of the polaron is given by,

_ 107 _ ,Sas /a8

where the internal energy tends to the ground state energy in the large 8 — oo limit.
Scaling the Euclidean time ¢t = 8t and s = 85’ in Eq. (3.4), deriving S with respect to £,
and undoing the scaling, we get,

oS 1 (Pa?
B Bl Tdt 2ID dtf o x
dq qei\/gq(w(t)—w(s»—ﬂt—s\1(2 —qlt—s|) , (3.8)
q<1 B

where the first term is the kinetic energy contribution to the internal energy, I, and the last
term is the potential energy contribution, P,

J dtf dSJ dod sin \/§q|:c (t) —x(s )e_q‘t_s‘ )
\/7q|

IThis is an approximation as e A%k is neglected. The complete form is obtained by replacing e~ wklt—sl by
e~wklt=sl /(1 — e=Pwi) 4 ewklt—sle=Bwk /(1 — ¢~ Awk). But remember that § is large.

(2 —qlt—s]) . (3.9)
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So that,
E=K+P) . (3.10)

An expression for K not involving the polaron speed, can be obtained by taking the derivative
with respect to 8 after having scaled both the time, as before, and the coordinate x = /Bz’.
Undoing the scaling in the end one gets,

K - Jdtf dsf da gV 3T @) —dlt—s|
4ﬂID g<l1 14

[i\/gq (alt) - a() (3.11)

- _%K dtLB dsL1 dq¢® [cos (\/ng(t) —w(8)> -
sin (y/2ale®) ~ () |
\/gwu)w(s) T o

In the following we will explain how we calculated the potential energy P = (P).

3.4 Discrete path integral expressions

Generally we are interested in calculating the density matrix p = exp(—BI:I ) in the electron
coordinate basis, namely,

LT=Tp
paomif) = [| e Dalt) . (3.13)

To calculate the path integral, we first choose a subset of all paths. To do this ,we divide the
independent variable, Euclidean time, into steps of width

T=6/M . (3.14)

This gives us a set of times, tx = k7 spaced a distance 7 apart between 0 and § with k£ =
0,1,2,...,M.

At each time t; we select the special point x, = x(t3), the k" time slice. We construct
a path by connecting all points so selected by straight lines. It is possible to define a sum
over all paths constructed in this manner by taking a multiple integral over all values of xj, for

k=1,2,...,M — 1 where g = x, and x;; = x; are the two fixed ends. The resulting equation
is,
dx dx -
p(ﬂﬂa,l’b, _}'%AJ J J‘ - 1 % ’ (315)

where the normalizing factor A = (277)%/2.
The simplest discretized expression for the action can then be written as follows,

S = Z ””’”_w’“ +T222Vtz,t , (3.16)

i=1j=
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3. THE POLARON §3.5. Sampling the path

where V (t;,t;) = Vers(Jz; — 5|, [d — j]) is a symmetric two variables function, V(s,t) = V (¢, s).

In our simulation we tabulated this function taking |; — «;| = 0,0.1,0.2,...,10 and |i — j| =
0,1,..., M.
In writing Eq. (3.16) we used the following approximate expressions,
b = L1 0() (3.17)
tr
J P(t)dt = &2+ 0(r2) | (3.18)
tr—1
ti tj
J V(s,t)dsdt = V(t;,t;)7% + O(13) . (3.19)
ti—1 Jtj 1

If we take V = 0 in Eq. (3.16) the M — 1 Gaussian integrals in (3.15) can be done analytically.
The result is the exact free particle density matrix,

pr(xa,xp; B) = (2mB) 325 (@am0)” (3.20)

Thus approximations (3.17) and (3.18) allow us to rewrite the polaron density matrix as follows,

p(Ta, Tv; B) = J"'del o dTar1 pf(®a, 13 T) - pp(TM-1, TM;T) X
ST V) (3.21)
In the next section we will see that this expression offers a useful starting point for the construc-
tion of an algorithm for the sampling of the path: the Lévy construction and the analogy with

classical polymer systems or the classical isomorphism described in [20]).
The partition function is the trace of the density matrix,

Z = J-da:p(z,:c;ﬂ) . (3.22)

This restrict the path integral to an integral over closed paths only. In other words the paths we
need to consider in calculating Z (and hence F') are closed by the periodic boundary condition,
Ty =T =T.

To calculate the internal energy we need then to perform the following M dimensional integral,

1 o0 0 0
E=—= J ‘[ e J- deodxy - dey_ e S(P +K) . (3.23)
Z ) ) —w

TN =20

To do this integral we use the Monte Carlo simulation technique described next.

3.5 Sampling the path

The total configuration space to be integrated over is made of elements s = [z, ®1, ..., Tr]
where xj are the path time slices subject to the periodic boundary condition x; = x¢. In the
simulation we wish to sample these elements from the probability distribution,

m(s) = — , (3.24)

where the partition function Z normalizes the function 7 in this space.
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The idea is to find an efficient way to move the path in a random walk sampled by 7, through
configuration space.

In order to be able to make the random walk diffuse fast through configuration space, as 7
decreases, is necessary to use multislices moves [20].

In our simulation we chose to use the bisection method (a particular multilevel Monte Carlo
sampling method [20]). That’ s how an [ levels move is constructed. Clip out of the path m = 2!
subsequent time slices x;, ;4 1, - - ., Li+m (choosing i randomly). In the first level we keep x; and
Zit+m fixed and, following Lévy construction for a Brownian bridge [67], we move the bisecting
point at ¢ + m/2 to,

Titm/2 = LT Tiem +2mi+m +n (3.25)

where 7) is a normally distributed random vector with mean zero and standard deviation +/7m/4.
As shown in next section this kind of transition rule samples the path using a transition proba-
bility distribution T'oc exp(—Sy). Thus we will refer to it as free particle sampling.

Having sampled ;. /2, we proceed to the second level bisecting the two new intervals (0, +
m/2) and (i +m/2,i + m) generating points x; /4 and x;3,,/4 with the same algorithm. We
continue recursively, doubling the number of sampled points at each level, stopping only when
the time difference of the intervals is 7.

In this way we are able to partition the full configuration s into [ levels, s = (sg, s1,-.., )
where: so = [®o,...,Ti, Titm,-..,Typ—1], unchanged; s; = [x;n /2], changed in level 1; 55 =
[Ti1m/4) Tit3m/a], changed in level 2; ...; sy = [®i11,Tiy2,. .., Tiym—1] changed in level I.

To construct the random walk we use the multilevel Metropolis method [68, 69, 20]. Call
(s1,...,5;) the new trial positions in the sense of a Metropolis rejection method, the unprimed
ones are the corresponding old positions with so = sj,.

In order to decide if the sampling of the path should continue beyond level k, we need to
construct the probability distribution 7 for level k. This, usually called the level action, is a

function of sg, s1 ..., s, proportional to the reduced distribution function of s; conditional on
80,81 -..,85_1. The optimal choice for the level action would thus be,
(0,81, 8) = fds,c+1 L dsim(s) . (3.26)

This is only a guideline. Non optimal choices will lead to slower movement through configuration
space. One needs to require only that feasible paths (closed ones) have non zero level action,
and that the action at the last level be exact,

m1(S0,81,.-.,81) =7(s) . (3.27)

Given the level action 7 (s) the optimal choice for the transition probability Tk (s), for si
contingent on the levels already sampled, is given by,

7k (S)

T]:(Sk) = Wk71(5>

(3.28)

One can show that T} will be a normalized probability if and only if 7y is chosen as in (3.26). In
general one need to require only that T}, be a probability distribution non zero for feasible paths.
In our simulation we used the free particle transition probability of the Lévy construction as a
starting point for a more efficient correlated sampling that will be described in a later section.
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Once the partitioning and the sampling rule are chosen, the sampling proceeds past level k
with probability,

T (sk)mk (8" )mE-1(8)
T (83,75 (8)mr—1(8")

Ag(s') = min [1 (3.29)
That is we compare Ay with a uniformly distributed random number in (0,1), and if Ay, is larger,
we go on to sample the next level. If Ay is smaller, we make a new partitioning of the initial
path, and start again from level 1. Here 7y needed in the first level can be set equal to 1, since
it will cancel out of the ratio.

This acceptance probability has been constructed so that it satisfies a form of “detailed
balance” for each level k,

e (8) Ti(s}) Ap(s') = MTk(sk)Ak(s) . (3.30)
Tr—1(s) Tp—1(s")

The moves will always be accepted if the transition probabilities and level actions are set to their
optimal values.
The total transition probability for a trial move making it through all I levels is,

P(s— &) li[ . (3.31)

By multiplying Eq. (3.30) from k = 1 to k¥ = [ and using Eq. (3.27), one can verify that the
total move satisfy the detailed balance condition,

w(s)P(s —> &) =w(s)P(s' — s) . (3.32)

Thus if there are no barriers or conserved quantities that restrict the walk to a subset of the full
configuration space (i.e. assuming the random walk to be ergodic) the algorithm will asymptot-
ically converge to m, independent of the particular form chosen for the transition probabilities,
Ty, and the level actions, 7y [70]. We will call equilibration time the number of moves needed in
the simulation to reach convergence.

Whenever the last level is reached, one calculates the properties (K and P) on the new path
s’, resets the initial path to the new path, and start a new move. We will call Monte Carlo step
(MCS) any attempted move.

3.6 Choice of T}, and

In our simulation we started moving the path with the Lévy construction described in the
preceding section. We will now show that this means that we are sampling an approximate
T™* with free particle sampling.

For the free particle case (U = 0) one can find analytic expressions for the optimal level action
m and the optimal transition rule T} . For examples for the first level, Eq. (3.26) gives,

7y (mi+m/2) o« pf(i, Litm/25 Tm/2)Pf(wi+m/27 Titm;TM/2) (3.33)
1 ) 2 1 R 2
o emr @i—Titm/2)” omr (igm2—Titm) (3.34)

2 2+ ®i4m \]?
mr |Titm/2— "3

o« e (3.35)
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This justify the Lévy construction and shows that it exactly samples the free particle action (i.e.
Ay =1 for all k’s). This also imply that for the interacting system we can introduce a level inter
action, 7, such that,

g = J-d3k+]_ ... ds 7(s) (3.36)
with
7(s) = — . (3.37)
So that the acceptance probability will have the simplified expression,

" — min | 1. TE(E)TE-1(s)
Ax(s)) = [1,—@(8)&“(8/)] : (3.38)

For the k" level inter action we chose the following expression,

[M/€r] [M/Lx]
wrocexp | —(r4p)? D) > Vit jler) | (3.39)
i=1  j=1

where £, = m/2k. In the last level £; = 1 and the level inter action 7; reduces to the exact inter
action 7 thus satisfying Eq. (3.27).

It’ s important to notice that during the simulation we never need to calculate the complete
level inter action since in the acceptance probabilities enter only ratios of level inter actions
calculated on the old and on the new path. For example if for the move we clipped out the
interval t;,...,t; 1, With i + m < M 2, we have,

~ 2k ok
In 7{’“(8 ) = —(14)? 2 2 V(t; + mleT,t; + nlyT)+
Tk (S) m=0n=0
i—1 2k M 2k
Z 2 V(mler, t; + nlyT) + Z Z V(mlyr, t; + nlyr) » (3.40)
m=1n=0 m=i+m+1n=0

which is computationally much cheaper than (3.39).

3.7 Correlated sampling

When the path reaches equilibrium (i.e. P(s — s') ~ w(s)) if we calculate,

o(to/7) = <[m<t>—($(t+t°);"”(t_t°))]2>, (3.41)

we see that these deviations are generally smaller than the free particle standard deviations used
in the Lévy construction (see Fig. 3.1),

2When i +m > M there is a minor problem with the periodic boundary conditions and Eq. (3.40) will change.
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Figure 3.1: Shows the deviations (3.41) for a simulation with S = 60 and S = 52.5, 7 = 0.025,
I = 9. The free particle standard deviations (3.42) are plotted for comparison. For S = 60 the
path is localized while for S = 52.5 is unlocalized i.e. closer to the free particle path.

Uf(ek) = 1/3k7/2 .

As Fig. 3.1 shows, the discrepancy gets bigger as £}, increases.
We thus corrected the sampling rule for the correct deviations. For example for the first level
we used,

(3.42)

(mi+m/27§)2

Ty(impe)ore  270m/2) (3.43)
where T = (x; + ®;4+m)/2. Since the level action is given by,
_(2iim2-2)”
T (Zipmp)ce " R @iimpa) (3.44)
we can define a function,
- (Ei+m2/2 =) {ﬂ(vln/z) N a2<;/2>}
Pyoce f , (3.45)
and write the acceptance probability,
Ay(s') = min [1, 113311((;)) :igz))g’ 3] (3.46)

Which is a generalization of Eq. (3.38).

We maintain the acceptance ratios in [0.15,0.65] by decreasing (or increasing) the number of
levels in the multilevel algorithm as the acceptance ratios becomes too low (or too high).

In the Appendix we report some remarks on the error analysis in our MC simulations.
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3.8 Numerical Results

We simulated the acoustic polaron fixing the adiabatic coupling constant v = 0.02 and the
inverse temperature § = 15. Such temperature is found to be well suited to extract close to
ground state properties of the polaron. The path was M time slices long and the time step was
7 = /M. For a given coupling constant S we computed the potential energy P extrapolating
(with a linear x square fit) to the continuum time limit, 7 — 0, three points corresponding to
time-steps choosen in the interval 7 € [1/100,1/30]. An example of extrapolation is shown in
Fig. 3.2 for the particular case 8 = 15, = 0.02, and S = 60.

-16 — T T T T T M —a—

linear fit

-17 -

-18 |

.23 A R T H T M R
0.000 0.005 0.010 0.015 0.020 0.025 0.030

T

Figure 3.2: Shows the time step, 7, extrapolation for the potential energy, P = (P). We run
at 8 = 15,7 = 0.02, and S = 60. The extrapolated value to the continuum limit is in this case
P = —16.1(5) which is in good agreement with the result of Ref. [62].

In Fig. 3.5 and Tab. 3.1 we show the results for the potential energy as a function of the
coupling strength. With the coupling constant S = 52.5 we generated the equilibrium path which
turns out to be unlocalized (see Fig. 3.4). Changing the coupling constant to S = 60 and taking
the unlocalized path as the initial path we sow the phase transition described in Fig. 3.3. the
path after the phase transition is localized (see Fig. 3.4).
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Figure 3.3: At S = 60 the results for the potential energy P at each MC block (5 x 10> MCS)
starting from an initial unlocalized path obtained by a previous simulation at S = 52.5. We can
see that after about 30 blocks there is a transition from the ES state to the ST state. In the
inset is shown the autocorrelation function, defined in Eq. (G.8), for the potential energy, for the
two states. The correlation time, in MC blocks, is shorter in the unlocalized phase than in the
localized one. The computer time necessary to carry on a given number of Monte Carlo steps is
longer for the unlocalized phase.
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Figure 3.4: The top panel shows the polaron (closed) path z(t) as a function of Euclidean time
t in units of 7 at equilibrium during the simulation. The middle panel shows the projection on
the  — y plane of the path. The bottom panel shows the three-dimensional path. We see clearly
how both path has moved from the initial path located on the origin but the path at S = 52.5
is much less localized than the one at S = 60.

Note that since S and T appear in the combination S72 in & (and ST in F) the same phase
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transition from an ES to a ST state will be observed increasing the temperature. With the same
Hamiltonian we are able to describe two very different behaviors of the acoustic polaron as the
temperature changes.

In Fig. 3.5 we show the behavior of the potential energy as a function of the coupling strength.
The numerical results suggests the existence of a phase transition between two different regimes
which corresponds to the so called ES and ST states for the weak and strong coupling region
respectively. We found that paths related to ES and ST are characteristically distinguishable.
Two typical paths for the ES and ST regimes involved in Fig. 3.5 is illustrated in Fig. 3.4.
The path in ES state changes smoothly in a large time scale, whereas the path in ST state do
so abruptly in a small time scale with a much smaller amplitude which is an indication that
the polaron hardly moves. The local fluctuations in the results for the potential energy has an
autocorrelation function (defined in Eq. (G.8)) which decay much more slowly in the ES state
than in the ST state as shown in the inset of Fig. 3.3. Concerning the critical property of the
transition between the ES and ST states our numerical results are in favor of the presence of
a discontinuity in the potential energy. In the large 8 limit at = 15 and fixing the adiabatic
coupling constant to v = 0.02, the ST state appear at a value of the coupling constant between
S = 525 and S = 55. With the increase of 3, the values for the potential energy P = (P)
increase in the weak coupling regime but descrease in the strong coupling region.

From second order perturbation theory (see Ref. [42] section 8.2) follows that the energy
shift E(v,S) is given by —35v[1/2 — v + 72In(1 + 1/v)] from which one extracts the potential
energy shift by taking P(v,S) = vdE(v, S)/dy. From the Feynman variational approach of Ref.
[53] follows that in the weak regime the energy shift is —357[1/2 — v+ vyIn(1 + 1/v)] and in the

strong coupling regime —S + 3/5/57.

0 =F g T, Lo T,
L ) ° d .-
5 F ES | .
210 . 4
. P
-15 | o ST =
A 20 MC —o— I ]
95 | perturbation ------- | @ ]
“¢ [ variational —-— : |
30 | 9
-35 g =
- \~
40 PR U AU RN S SRR Bt N
0 10 20 30 40 50 60 70 80
S

Figure 3.5: Shows the behavior of the potential energy P as a function of the coupling constant
S. The points are the MC results (see Tab. 3.1), the dashed line is the second order perturbation
theory result (perturbation) valid in the weak coupling regime and the dot-dashed line is the
variational approach from Ref. [53] (variational) in the weak and strong coupling regimes.
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Table 3.1: MC results for P as a function of S at 8 = 15 and v = 0.02 displayed in Fig. 3.5.
The runs where made of 5 x 105 MCS (with 5 x 10* MCS for the equilibration) for the ES states
and 5 x 105 MCS (with 5 x 105 MCS for the equilibration) for the ST states.

IEE P ]
10 || -0.573(8)
20 -1.17(2)
30 || -1.804(3)
40 -2.53(3)
50 -3.31(4)

53.5 || -3.61(1)
55 -11.4(3)
60 -16.1(5)
70 -23.3(3)
80 -30.0(3)

3.9 Conclusions

In this chapter we presented a specialized path integral Monte Carlo method to study the low
temperature behavior of an acoustic polaron. At an inverse temperature 8 = 15 (close to the
ground state of the polaron) and at a non-adiabatic parameter v = 0.02 typical of ionic crystals we
found numerical evidence for a phase transition between an extended state in the weak coupling
regime and a self-trapped one in the strong coupling regime at a value of the phonons-electron
coupling constant S = 54.3(7). The transition also appears looking at the potential energy as a
function of the coupling constant where a jump discontinuity is observed. Comparison with the
perturbation theory and the variational calculation of Ref. [53] is also presented.

The specialized path integral Monte Carlo simulation method used as an unbiased way to
study the properties of the acoustic polaron has been presented in full detail. It is based on
the Lévy construction and the multilevel Metropolis method with correlated sampling. Some
remarks on the estimation of the errors in the Monte Carlo calculation are also given in the
Appendix. This complement our previous paper [56] where fewer details on the Monte Carlo
method had been given.

This method differs from previously adopetd methods [58, 59, 60, 61, 62, 63, 57, 64]. Unlike
the method of Ref. [58] this path integral is in real space rather than in Fourier space, Refs.
[63, 64] put the polaron on a lattice and not on the continuum as is done here, while Refs. [62]
use PIMC single slice move whereas the multilevel PIMC used here instead is a general sampling
method which can efficiently make multislice moves. The efficiency £ (see the Appendix) for the
potential energy increases respect to the single slice sampling because the coarsest movements
are sampled and rejected before the finer movements are even constructed. In Ref. [57] the Lévy
construction was used as is done here but the Metropolis test was performed after the entire
path had been reconstructed, using an effective action, and not at each intermediate level of
the reconstruction. In Ref. [57] the simpler Lévy reconstruction scheme was also found to be
satisfactory for the efficient sampling of the polaron configuration space even at strong coupling.
Even if here it is not implemented the method of Ref. [57] we expect the method presented in this
chapter to be of comparable efficiency to the one of these authors. In fact it is true that the Lévy
construction is computationally cheap but guiding the path as it is been reconstructed starting
already from the first levels as done here should have the advantage of refining the sampling
since the path is guided through configuration space starting from the small displacements.

Although these results are of a numerical nature and one only probed the acoustic polaron
for one value of the non-adiabatic parameter v the analysis support the existence of a local-
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ization phase transition as the phonons-electron coupling constant S is increased at constant
temperature or as the temperature is decreased at constant S. More so, considering the fact
that the introduction of a cut-off parameter have shown to work successfully in renormalization
treatments.
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Appendix G

Estimating errors

Since asymptotic convergence is guaranteed, the main issue is whether configuration space is
explored thoroughly in a reasonable amount of computer time. Let us define a measure of the
convergence rate and of the efficiency of a given random walk. This is needed to compare the
efficiency of different transition rules, to estimate how long the runs should be, and to calculate
statistical errors.

The rate of convergence is a function of the property being calculated. Let O(s) be a given
property, and let its value at step k of the random walk be Oy. Let the estimator for the mean
and variance of a random walk with N MCS be,

1 N1
0 =<0 >=+ I;O O , (G.1)
02(0) =< (O — 0)2 > . (G.2)
Then the estimator for the variance of the mean will be,
2 _ 1 1 2
o2(0) = <(]—v;0k71—\r;0) > (G.3)
1
= < D>(Ox—0)? > (G.4)

k

- %{2<<0k0)2>+22 <((9i0)(oj0)>} (G.5)
k

o2 Z

- J(VO) {1+“03(C)i<]‘<(0i0)(0jO)>} o
a(O)k

- oWko (G.7)

The quantity ko is called the correlation time and can be calculated given the autocorrelation
function for Ay = O — O. The estimator for the autocorrelation function, cx, can be constructed
observing that in the infinite random walk, < A;A; > has to be a function of |i — j| only. Thus
the estimator can be written,

< AgAy > 1 N=F

%= 30y~ (N _Fe%0) nZl AnAnii - (G.8)
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G. ESTIMATING ERRORS

So that the estimator for the correlation time will be,
9 N
ko=1+% kZ:]l(N —k)er - (G.9)

To determine the true statistical error in a random walk, one needs to estimate this correlation
time. To do this, is very important that the total length of the random walk be much greater
than ko». Otherwise the result and the error will be unreliable. Runs in which the number of
steps N » ko are called well converged.

The correlation time gives the average number of steps needed to decorrelate the property
O. It will depend crucially on the transition rule and has a minimum value of 1 for the optimal
rule (while ¢(0O) is independent of the sampling algorithm).

Normally the equilibration time will be at least as long as the equilibrium correlation time,
but can be longer. Generally the equilibration time depends on the choice for the initial path.
To lower this time is important to choose a physical initial path. Since the polaron system is
isotropic, we chose the initial path with all time slices set to 0.

The efficiency of a random walk procedure (for the property O) is defined as how quickly the
error bars decrease as a function of the computer time, £o = 1/62(O)NT = 1/0%(O)koT where
T is the computer time per step. The efficiency depends not only on the algorithm but also on
the computer and the implementation.
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Chapter 4

Mendeleev Periodic System

In this chapter we revisit Sections §67 and §73 of [14].

4.1 Electron states in the atom

In the non-relativistic approximation, ! the stationary states of the atom are determined by
Schrédinger’s equation for the system of electrons, which move in the Coulomb field of the
nucleus and interact electrically with one another; the spin operators of the electrons do not
appear in this equation. As we know, for a system of particles in a centrally symmetric external
field the total orbital angular momentum L and the parity of the state are conserved. Hence
each stationary state of the atom will be characterized by a definite value of the orbital angular
momentum L and by its parity. Moreover, the coordinate wave functions of the stationary states
of a system of identical particles have a certain permutational symmetry determined by the total
spin S of the electrons. Hence every stationary state of the atom is characterized also by the
total spin S of the electrons.

The energy level having given values of S and L is degenerate to a degree equal to the number
of different possible directions in space of the vectors S and L. The degree of the degeneracy
from the directions of L and S is respectively 2L + 1 and 25 + 1. Consequently, the total degree
of the degeneracy of a level with given L and S is equal to the product (2L + 1)(2S5 + 1).

There is a generally accepted notation to denote the atomic energy levels (or, as they are
called, the spectral terms of the atoms). States with different values of the total orbital angular

IThe electromagnetic interaction of the electrons contains relativistic effects, which depend on their spins.
These effects have the result that the energy of the atom depends not only on the absolute magnitudes of the
vectors L and S but also on their relative positions. Strictly speaking, when the relativistic interactions are taken
into account the orbital angular momentum L and the spin S of the atom are not separately conserved. Only the
total angular momentum J = L + S is conserved; this is a universal and exact law which follows from the isotropy
of space relative to a closed system. For this reason, the exact energy levels must be characterized by the values
J of the total angular momentum. However, if the relativistic effects are comparatively small (as often happens),
they can be allowed for as a perturbation. Thus, as a result of the relativistic effects, a level with given values of
L and S is split into a number of levels with different values of J. This splitting is called the fine structure (or
the multiplet splitting) of the level. Here we will neglect relativistic effects so that we can consider L and S as
separately conserved quantities.
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momentum L are denoted by capital Latin letters, as follows:

Ll = 012 3 456 78 9 10
Il - s pd f g h ikl mn
L - SPDFGHIKLMN

where the lower case letters denote quantum numbers of single electron states and the upper
case ones denotes quantum numbers of the many electron states. Above and to the left of this
letter is placed the number 25 + 1, called the multiplicity of the term. Below and to the right
of the letter is placed the value of the total angular momentum J (here J = L + S is the total
angular momentum of the system of electrons in the atom). Thus the symbol 2P; , denotes the
level with L =1,5 =1/2,J = 1/2.

An atom with more than one electron is a complex system of mutually interacting electrons
moving in the field of the nucleus. For such a system we can, strictly speaking, consider only
states of the system as a whole. Nevertheless, it is found that we can, with fair accuracy, introduce
the idea of the states of each individual electron in the atom, as being the stationary states of
the motion of each electron in some effective centrally symmetric field due to the nucleus and to
all the other electrons. These fields are in general different for different electrons in the atom,
and they must all be defined simultaneously, since each of them depends on the states of all the
other electrons. Such a field is said to be self-consistent.

Since the self-consistent field is centrally symmetric, each state of the electron is characterized
by a definite value of its orbital angular momentum /. The states of an individual electron with a
given [ are numbered (in order of increasing energy) by the principal quantum number n, which
takes the values n =1+ 1,1 + 2,...; this choice of the order of numbering is made in accordance
with what is usual for the hydrogen atom. However, the sequence of levels of increasing energy
for various ! in complex atoms is in general different from that found in the hydrogen atom. In
the latter, the energy is independent of [, so that the states with larger values of n always have
higher energies. In complex atoms, on the other hand, the level with n = 5, 1 = 0, for example,
is found to lie below that with n = 4,1 = 2.

The states of individual electrons with different values of n and [ are customarily denoted by
a figure which gives the value of the principal quantum number, followed by a letter which gives
the value of [: thus 4d denotes the state with n = 4, [ = 2. A complete description of the atom
demands that, besides the values of the total L, S, and J, the states of all the electrons should
also be enumerated. Thus the symbol 1s 2p 3P, denotes a state of the helium atom in which
L=1,5=1,J =0 and the two electrons are in the 1s and 2p states. If several electrons are
in states with the same [ and n, this is usually shown for brevity by means of an index: thus
3p? denotes two electrons in the 3p state. The distribution of the electrons in the atom among
states with different [ and n is called the electron configuration.

For given values of n and [, the electron can have different values of the projections of the
orbital angular momentum (m) and of the spin (o) on the z-axis. For a given [, the number
m takes 2] + 1 values; the number o is restricted to only two values, i%. Hence there are
altogether 2(21 + 1) different states with the same n and [; these states are said to be equivalent.
According to Pauli’s principle there can be only one electron in each such state. Thus at most
2(21+1) electrons in an atom can simultaneously have the same n and I. An assembly of electrons
occupying all the states with the given n and [ is called a closed shell of the type concerned.

The difference in energy between atomic levels having different L and S but the same electron
configuration is due to the electrostatic interaction of the electrons. These energy differences are
usually small, and several times less than the distances between the levels of different configu-
rations. The following empirical principle (Hund’s rule; F. Hund 1925) is known concerning the
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relative position of levels with the same configuration but different L and S: The term with the
greatest possible value of S (for the given electron configuration) and the greatest possible value
of L (for this S) has the lowest energy. 2 We shall show how the possible atomic terms can be
found for a given electron configuration. If the electrons are not equivalent, the possible value of
L and S are determined immediately from the rule for the addition of angular momenta. Thus,
for instance, with the configurations np, n’p (n,n’ being different) the total angular momentum
L can take the values 2, 1, 0, and the total spin S = 0,1; combining these, we obtain the terms
1,38, 1.3p 13D, If we are concerned with equivalent electrons, however, restrictions imposed by
Pauli’s principle make their appearance.

When Hund’s rule is applied to determine the ground term of an atom from a known electron
configuration, only the unfilled shell need be considered, since the moments of electrons in closed
shells cancel out. For example, let there be four d electrons outside the closed shells in an atom.
The magnetic quantum number of the d electron can take five values: 0, +1, +2. Hence all four
electrons can have the same spin component o = % , and the maximum possible total spin is
S = 2. We must then assign to the electrons different values of m so as to give the maximum
value of My, = > m = 2. This means that the maximum value of L for S = 2 is also 2, and the
term is °D.

4.2 Periodic Table

The elucidation of the nature of the periodic variation of properties, observed in the series of
elements when they are placed in order of increasing atomic number (D. I. Mendeleev 1869) [71],
requires an examination of the peculiarities in the successive completion of the electron shells of
atoms. The theory of the periodic system is due to N. Bohr (1922).

When we pass from one atom to the next, the charge is increased by unity and one electron
is added to the envelope. At first sight we might expect the binding energy of each of the
successively added electrons to vary monotonically as the atomic number increases. The actual
variation, however, is entirely different.

In the normal state of the hydrogen atom there is only one electron, in the Is state. In the
atom of the next element, helium, another 1s electron is added; the binding energy of the 1s
electrons in the helium atom is, however, considerably greater than in the hydrogen atom. This
is a natural consequence of the difference between the field in which the electron moves in the
hydrogen atom and the field encountered by an electron added to the He™ ion. At large distances
these fields are approximately the same, but near the nucleus with charge Z = 2 the field of the
He™ ion is stronger than that of the hydrogen nucleus with Z = 1. In the lithium atom (Z = 3),
the third electron enters the 2s state, since no more than two electrons can be in [s states at
the same time. For a given Z the 2s energy level 3 lies above the 1s level; as the nuclear charge
increases, both levels become lower. In the transition from Z = 2 to Z = 3, however, the former

2The requirement that S should be as large as possible can be explained as follows. Let us consider, for
example, a system of two electrons. Here we can have S = 0 or S = 1; the spin 1 corresponds to an antisymmetrical
coordinate wave function (71, 72). For r1 = 72, this function vanishes; in other words, in the state with S =1
the probability of finding the two electrons close together is small. This means that their electrostatic repulsion
is comparatively small, and hence the energy is less. Similarly, for a system of several electrons, the “most
antisymmetrical” coordinate wave function corresponds to the greatest spin.

3In an hydrogen-like atom Bohr’s formula for the energy levels is as follows:

2,4
p___ mZe i, (4.1)
2h2(1 +m/M) n?

where Ze is the charge of the nucleus, M its mass, m the mass of the electron, and n is the principal quantum
number. We notice that the dependence on the mass of the nucleus is only very slight.
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effect is predominant, and so the binding energy of the third electron in the lithium atom is
considerably less than those of the electrons in the helium atom. Next, in the atoms from Be
(Z = 4) to Ne(Z = 10), first one more 2s electron and then six 2p electrons are successively
added. The binding energies of these electrons increase on the average, owing to the increasing
nuclear charge. The next electron added, on going to the sodium atom (Z = 11), enters the 3s
state, and the binding energy again diminishes markedly, since the effect of going to a higher
shell predominates over that of the increase of the nuclear charge. This picture of the filling
up of the electron envelope is characteristic of the whole sequence of elements. All the electron
states can be divided into successively occupied groups such that, as the states of each group
are occupied in a series of elements, the binding energy increases on the average, but when the
states of the next group begin to be occupied the binding energy decreases noticeably. Figure
4.1 shows those ionization potentials of elements that are known from spectroscopic data; they
give the binding energies of the electrons added as we pass from each element to the next.
The different states are distributed as follows into successively occupied groups:

1s 2 electrons
2s 2p 8 electrons
3s 3p 8 electrons
4s 3d 4p 18 electrons
5s 4d 5p 18 electrons
6s 4f 5d 6p 32 electrons
Ts 6d 5f ---

The first group is occupied in H and He; the occupation of the second and third groups
corresponds to the first two (short) periods of the periodic system, containing 8 elements each.
Next follow two long periods of 18 elements each, and a long period containing the rare-earth
elements and 32 elements in all. The final group of states is not completely occupied in the
natural (and artificial transuranic) elements.

To understand the variation of the properties of the elements as the states of each group
are occupied, the following property of d and f states, which distinguishes them from s and p
states, is important. The curves of the effective potential energy of the centrally symmetric field
(composed of the electrostatic field and the centrifugal field) for an electron in a heavy atom
have a rapid and almost vertical drop to a deep minimum near the origin; they then begin to
rise, and approach zero asymptotically.  For s and p states, the rising parts of these curves are
very close together. This means that the electron is at approximately the same distance from
the nucleus in these states. The curves for the d states, and particularly for the f states, on
the other hand, pass considerably further to the left; the classically accessible region which they
delimit ends considerably closer in than that for the s and p states with the same total electron
energy. In other words, an electron in the d and f states is mainly much closer to the nucleus
than in the s and p states.

Many properties of atoms (including the chemical properties of elements) depend principally
on the outer regions of the electron envelopes. The above characteristic of the d and f states

4The Schrodinger’s equation in a centrally symmetric field being:

2 2
" [—%3 <r2@> + l—gw] LU = BY, (4.2)
2u 2 or T

or
with p is the reduced mass of the two-body problem, ¢ = R(r)Y] m (0, $)Xo, the spherical harmonics satisfy
12Yl,m = I(l +1)Y], p,, here 1 is the orbital angular momentum operator, and o is a spin % spinor. In a Coulomb
field U(r) = —a/r where a = Ze? and u = mM/(m + M) with m the electron mass and M the nucleus mass.
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Figure 4.1: Ionization potentials of elements that are known from spectroscopic data.
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is very important in this connection, Thus, for instance, when the 4f states are being filled (in
the rare-earth elements; see below), the added electrons are located considerably closer to the
nucleus than those in the states previously occupied. As a result, these electrons have practically
no effect on the chemical properties, and all the rare-earth elements are chemically very similar.

The elements containing complete d and f shells (or not containing these shells at all) are
called elements of the principal groups; those in which the filling up of these states is actu-
ally in progress are called elements of the intermediate groups. These groups of elements are
conveniently considered separately.
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Chapter 5

RedOx Chemical Reactions

RedOx (reduction-oxidation or oxidation-reduction) is a type of chemical reaction in which the
oxidation states of the reactants change. Oxidation is the loss of electrons or an increase in the
oxidation state, while reduction is the gain of electrons or a decrease in the oxidation state. The
oxidation and reduction processes occur simultaneously in the chemical reaction.

Oxidation is a process in which a substance loses electrons. Reduction is a process in which
a substance gains electrons. The processes of oxidation and reduction occur simultaneously
and cannot occur independently. In redox processes, the reductant transfers electrons to the
oxidant. Thus, in the reaction, the reductant or reducing agent loses electrons and is oxidized,
and the oxidant or oxidizing agent gains electrons and is reduced. The pair of an oxidizing and
reducing agent that is involved in a particular reaction is called a redox pair. A redox couple is
a reducing species and its corresponding oxidizing form. The oxidation alone and the reduction
alone are each called a half-reaction because two half-reactions always occur together to form
a whole reaction. In electrochemical reactions the oxidation and reduction processes do occur
simultaneously but are separated in space.

Electronegativity, symbolized as yx, is the tendency for an atom of a given chemical element
to attract shared electrons (or electron density) when forming a chemical bond. An atom’s
electronegativity is affected by both its atomic number and the distance at which its valence
electrons reside from the charged nucleus. The higher the associated electronegativity, the more
an atom or a substituent group attracts electrons. Electronegativity serves as a simple way
to quantitatively estimate the bond energy, and the sign and magnitude of a bond’s chemical
polarity, which characterizes a bond along the continuous scale from covalent to ionic bonding.
The loosely defined term electropositivity is the opposite of electronegativity: it characterizes an
element’s tendency to donate valence electrons.

On the most basic level, electronegativity is determined by factors like the nuclear charge
(the more protons an atom has, the more “pull” it will have on electrons) and the number and
location of other electrons in the atomic shells (the more electrons an atom has, the farther
from the nucleus the valence electrons will be, and as a result, the less positive charge they
will experience — both because of their increased distance from the nucleus and because the
other electrons in the lower energy core orbitals will act to shield the valence electrons from the
positively charged nucleus).

The term “electronegativity” was introduced by Jons Jacob Berzelius in 1811, though the
concept was known before that and was studied by many chemists including Avogadro. In spite
of its long history, an accurate scale of electronegativity was not developed until 1932, when Linus
Pauling proposed an electronegativity scale which depends on bond energies, as a development
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of valence bond theory. [72] It has been shown to correlate with a number of other chemical
properties. Electronegativity cannot be directly measured and must be calculated from other
atomic or molecular properties. Several methods of calculation have been proposed, and although
there may be small differences in the numerical values of the electronegativity, all methods show
the same periodic trends between elements.

The most commonly used method of calculation is that originally proposed by Linus Pauling,.
This gives a dimensionless quantity, commonly referred to as the Pauling scale, on a relative
scale running from 0.79 to 3.98 (hydrogen = 2.20). When other methods of calculation are used,
it is conventional (although not obligatory) to quote the results on a scale that covers the same
range of numerical values: this is known as an electronegativity in Pauling units.

As it is usually calculated, electronegativity is not a property of an atom alone, but rather
a property of an atom in a molecule. [7] Even so, the electronegativity of an atom is strongly
correlated with the first ionization energy. The electronegativity is slightly negatively correlated
(for smaller electronegativity values) and rather strongly positively correlated (for most and larger
electronegativity values) with the electron affinity. It is to be expected that the electronegativity
of an element will vary with its chemical environment, [73] but it is usually considered to be a
transferable property, that is to say that similar values will be valid in a variety of situations.

Caesium is the least electronegative element (0.79); fluorine is the most (3.98).

5.1 Mathematical discovery in 1D

In two Journals of Mathematical Physics, Edwards and Lenard [74, 75] have been able to study
a mathematical model of a particularly simplified electron gas, one living in one dimension in the
non-quantum limit and made of two oppositely charged species, and to solve its statistical physics
exactly analytically. Notwithstanding the simplicity of their model, that could not undergo phase
transitions ! , it turned out to be rich enough to account for and predict chemical bonding. This
rather amusing discovery puts them in the position of probably the first chemical physicists to
describe a RedOx chemical bond. It was extraordinary how they could carry out this discovery
from a purely rigorous mathematically analytic and exact point of view.

The abstract to the first paper of Lenard [74] reads:

IThis is a rather general property shared by one dimensional many impenetrable bodies models in the non-
quantum limit [76].
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A system consisting of an equal number of positively and negatively charged “sheets”
is considered in thermal equilibrium, with motion restricted to one dimension. The
configurational part of the partition function can be represented as a sum of terms,
each a simple algebraic expression. The summation is performed with the technique
of generating functions. The asymptotic form in the limit of an infinite system is
obtained from the pole of the generating function closest to the origin. This pole
is the solution of a certain transcendental equation for which an explicit analytic
representation in terms of an infinite continued fraction is available. It is shown that
this equation is identical with the characteristic equation associated with the even
Mathieu functions of even order.

In the limit, when the ratio of interparticle force to pressure is small, the system
behaves as an ideal gas, the deviations from this state being expandable in powers of
the square root of this ratio. In the opposite limit of large ratio, the particles associate
in pairs of opposite charge, thus behaving like an ideal gas of neutral “molecules”
which have an internal vibrational degree of freedom.

The analysis may be generalized to include the effect of a constant external electric
field. For a given pressure there is a critical field which can never be surpassed without
disrupting equilibrium.

The abstract to the second paper of Lenard [75] reads:

The statistical mechanics of a one-dimensional system of charged sheets is studied
in the formalism of the grand canonical ensemble. It is shown that the grand parti-
tion function may be expressed as a Wiener integral, i.e., as an average of a certain
functional of Brownian motion paths. This functional integral is then expressed in
terms of the fundamental solution of a partial differential equation of diffusion type.
This depends on a theorem of Kac whose proof is also given. The generality of this
method is discussed. When all charges are integral multiples of a common unit the
problem is reduced to the determination of the largest characteristic value of an or-
dinary differential operator with periodic coefficients. An invariance property of the
thermodynamic potential is shown to imply charge neutrality in the infinite system
limit: A theorem is proven which, in certain cases, excludes the possibility of a ther-
modynamic phase transition. The method is generalized to yield exact expressions
for the n-particle reduced density functions. Some properties of the two-particle func-
tions are discussed.

5.2 Mathematical discovery in 2D

Two years after Lenard discovery of clustering in a classical two component plasma living in
one dimension, Salzberg and Prager [77] observed the same clustering phenomenon in the same
classical two component plasma, that they call an electrolyte, but now living in two dimensions.
Once again they do this in a completely analytic and exact way. They will write:
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[Our equation of state] also seems to predict negative pressures below a critical tem-
perature [equal to half the ionic strength]. Before this temperature is reached, how-
ever, the [partition function] becomes infinite, specifically when 2kgT [(here kg is
Boltzmann constant and T the absolute temperature)] equals the absolute product
of the largest positive and the largest negative charge in the system. Possibly what
happens at this point may be interpreted as ion pair formation; in any case, it seems
unwise to trust [our classical equation of state] at lower temperatures without further
investigation.
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Chapter 6

The Electron Gas

A gas of electrons would be thermodynamically unstable if not made electrically neutral by
introducing a uniform background of opposite charge which gives rise to a harmonic confining
potential to the gas which would otherwise explode to infinity. After all we all live in a neutral
world. This simplest model of an electron gas is called the Jellium in the quantum regime where
the Fermi statistics play a role through the Pauli exclusion principle and a One Component
Plasma (OCP) in the opposite classical regime where the statistics reduces to the one of Boltz-
mann. More complicated albeit more realistic models of an electron gas are obtained by a more
detailed description of the neutralizing background. This can for example be described by a
system of positive charges (ions) which again make the whole system of charges globally neutral.
Therefore one can think of a Two Component Plasma (TCP) or more generally of a multicom-
ponent one. Another important complication consists in describing the charges as not ideally
pointwise but with finite dimension. The simplest system of this kind is the primitive model
which consists of uniformly charged hard spheres of n different species. The spheres belonging to
specie p = 1,2,...,n have a diameter o, and carry a total charge z, e, where e is the elementary
charge. The spheres are globally neutral, >’ uZuZu =0, where z,, is the molar fraction of species
1, and move in a continuum medium of dielectric constant e. One could for example study the
restricted case 0, = o and |z,| = z for all p.

These have been historically the first models examined. And for these models there exist few
exact analytic results, various approximate analytic or numerical results from integral equations
theories (like the Percus-Yevick, the Mean-Spherical-Approximation, the Hyper-Netted-Chain,
and many others), and various exact numerical results from Monte Carlo methods. [78, 79, 80, 81]

Here we will just mention some of the few exact analytic results. Beginning from the exact
solution of the one dimensional OCP of Edwards and Lenard [82] and the TCP of Salzberg and
Prager where the chemical bond is analytically seen through the clustering responsible for the
molecule formation [83]. An interesting exact analytic solution for the two dimensional OCP at a
particular value of the coupling constant ' = Be? = 2 with 8 = 1/kgT, kp Boltzmann constant
and T absolute temperature, is available on various surface of constant curvature: The plane
[84], the cylinder [85], the sphere [36], the pseudosphere [87]. And on non-constant curvature
surfaces like the Flamm’s paraboloid [88] .... These solutions make use of the properties of the
Vandermonde determinant. At the same coupling constant a Cauchy identity allows the solution
of the TCP.

In the quantum regime we do not know about any analytic exact solution. But the Jellium
has been studied with Monte Carlo methods both in its ground state, at zero temperature, or at
finite temperature, through path integral. In this chapter we review some recent and less recent
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results in these directions on a flat space by David Ceperley and collaborators or on a curved
space [89, 90].

The primitive model in the quantum regime and in two dimensions opens the new exotic field
of anyons and fractional statistics [01, 92]. 1

6.1 The model

The Abdus Salam

International Centre
(CTP for Theoretical Physics

Werkshe e UneersEneng Quehitumn PhehemeEnc Wit Pl Iz lss
Freh Chemical Systems e Oluentum luics ehe Selics
31570l 2027
Viiiramareiaestessitaly;

The Jellium model of Wigner [80, 93, 94, 95] is an assembly of N, spin up pointwise electrons
and N_ spin down pointwise electrons of charge e moving in a positive inert background that
ensures charge neutrality. The total number of electrons is N = N, + N_ and the average
particle number density is n = N/Q, where  is the volume of the electron fluid. In the volume
Q there is a uniform neutralizing background with a charge density p, = —en. So that the total
charge of the system is zero. The fluid polarization is then £ = [Ny — N_|/N: £ = 0 in the
unpolarized (paramagnetic) case and £ = 1 in the fully polarized (ferromagnetic) case.

Setting lengths in units of @ = (47n/3)~1/3 and energies in Rydberg’s units, Ry = h?/2ma2,
where m is the electron mass and ag = h?/me? is the Bohr radius, the Hamiltonian of Jellium is

1 S,
H = —Eizglv,.i—kV(R), (6.1)
1 1 N
- = 2§ e E 2 2
1% Ts< ' .|7'i—"“j|+._ rz+vo) , (6.2)
1<j =1

1Actually in order to allow for fractional statistics in two dimensions it is sufficient that the particles be
impenetrable which may be already assured even by pointwise electrons since the Coulomb repulsion diverges at
contact.
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where R = (r1,72,...,7n) with r; the coordinate of the ith electron, rs = a/ag, and vy a
constant containing the self energy of the background.

The kinetic energy scales as 1/r2 and the potential energy (particle-particle, particle-background,
and background-background interaction) scales as 1/r;, so for small r5 (high electronic densities),
the kinetic energy dominates and the electrons behave like an ideal gas. In the limit of large rs,
the potential energy dominates and the electrons crystallize into a Wigner crystal [96]. No liquid
phase is realizable within this model since the pair-potential has no attractive parts even though
a superconducting state [97] may still be possible (see chapter 8.9 of Ref. [98] and Ref. [99]).

The Jellium has been solved either by integral equation theories in its ground state [100] or
by computer experiments in its ground state [101] and at finite temperature [102].

Some details on the linear response theory for the Jellium can be found in appendixes 4 and 5
of Ref. [80]. Some details on the sum rules for the dielectric function can be found in appendix 6
of Ref. [80]. Some details on the moments of density fluctuation spectrum in the plasma can be
found in appendix 7 of Ref. [80]. And some details on the Lindhard theory of dynamic screening
can be found in appendix 8 of Ref. [80].

6.1.1 Lindhard theory of static screening in Jellium ground state

Suppose we switch on an appropriately screened test charge potential §V, actually the so called
Hartree potential, in a free electron gas. 2 The Hartree potential 6V (r) created at a distance
r from a static point charge of magnitude e at the origin, should be evaluated self-consistently
from the Poisson equation,

V25V (r) = —4me?[5(r) + on(r)] , (6.3)

where dn(r) is the change in electronic density induced by the foreign charge. The electron
density n(r) may be written as

n(r) =2 () (6.4)

where 1 () are single-electron orbitals, the sum over k is restricted to occupied orbitals (|k| <
kr, where kp is the Fermi wave vector) and the factor 2 comes from the sum over spin orienta-
tions. We must now calculate how the orbitals in the presence of the foreign charge, differ from
plane waves exp(ik - ). We use for this purpose the Schrédinger equation,

Y2k (r) + [k2 — %’W(@]Wr) _0 (6.5)

having imposed that the orbitals reduce to plane waves with energy h2k?/(2m) at large distance
3
With the aforementioned boundary condition the Schrédinger equation may be converted
into an integral equation,
Yr(r) = Leik'r + 2m JG (r — "oV (r" ) (r")dr’ (6.6)
k \/ﬁ hz k k ) *

with Gg(r) = —exp(ik - r)/(4nr) and Q the volume of the system.

2A brief review of the linear response theory to an external perturbation of the fluid is given in Appendix O.

3This approach (which lead to the Random Phase Approximation, RPA) is approximate insofar as the po-
tential entering the Schrédinger equation has been taken as the Hartree potential, thus neglecting exchange and
correlation between an incoming electron and the electronic screening cloud.
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Within linear response theory we can replace ¥y (r) by Q'/2exp(ik - r) inside the integral.
This yields

2
mkz.

dn(r) = — 352 [ da(2kelr — )

hfvﬂdw , (6.7)

_,r./|2

with j1 () being the first-order spherical Bessel function [sin(x) — z cos(z)]/z2. Using this result
in the Poisson equation we get

2mk2.e? sV (r')

V2V (r) = —4me?5(r) + g by f i@kl =) (6.8)

which is easily soluble in Fourier transform. Writing 6V (k) = 4me?/[k2c(k)] we find,

2mk)F62 k)_F k2 1)l k—?kp
wk2h? k+2kp

aK2,

e(k) =1+ + 2

] , (6.9)

which is the static dielectric function in RPA.

For k — 0 this expression gives e(k) — 1+ k7.5/k* with krp = 3w?/v% (w, being the plasma
frequency and vp the Fermi velocity) i.e. the result of the Thomas-Fermi theory. However e(k)
has a singularity at k = +2kp, where its derivative diverges logarithmically 4. This singularity
in 6V (k) determines, after Fourier transform, the behavior of §V (r) at large r. 0V (r) turns
out to be an oscillating function ® rather than a monotonically decreasing function as in the
Thomas-Fermi theory. Indeed,

dk 4me? .. e* [P . €T
6V(?") = J _(271')3 —k2z’;‘(k) € = ﬁ J;OO dk_k'&(k) y (610)

and the integrand has non-analytic behavior at ¢ = +2kp,

1
[—] = —A(k — (£)2ks)In |k — (£)2kF| + regular terms , (6.11)
kE(k) k—+2kp

with A = (k2.,/4k%)/(k% + 8k%). Hence,

Ae2 ve} .
V(r)rosw = —— f dk ™" [(k — 2kp) In |k — 2kp|
—00

inr
(QkF’I‘)
3

+(k + 2kp) In|k + 2kp|] = —24e2 2 - (6.12)

This result is based on a theorem on Fourier transforms 6, stating that the asymptotic behavior of
0V (r) is determined by the low-k behavior as well as the singularities of V' (k). Obviously, in the
present case the asymptotic contribution from the singularities is dominant over the exponential
decay of Thomas-Fermi type. The result implies that the screened ion-ion interaction in a metal
has oscillatory character and ranges over several shells of neighbors.

4The discontinuity in the momentum distribution across the Fermi surface introduces a singularity in elastic
scattering processes with momentum transfer equal to 2kg.

5J. Friedel, N. Cimento Suppl. 7, 287 (1958).

6M. Lighthill, “Introduction to Fourier Analysis and Generalized Functions” (University Press, Cambridge
1958)
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6.1.2 Ewald sums

Periodic boundary conditions are necessary for extrapolating results of the finite system to the
thermodynamic limit. Suppose the bare pair-potential, in infinite space, is v(r),

o(r) = f (;723 e R, k) - J dr e*To(r) | (6.13)
The best pair-potential of the finite system is given by
vr(r) = Y o(jr + L) — 5(0)/2 . (6.14)
L

where the L sum is over the Bravais lattice of the simulation cell L = (m,L, m,L, m,L) where
Mg, My, m, Tange over all positive and negative integers and = L3. We have also added a
uniform background of the same density but opposite charge. Converting this to k-space and
using the Poisson sum formula we get

vi(r) = éiﬁ(k)e’““'r , (6.15)
k

where the prime indicates that we omit the k = 0 term; it cancels out with the background. The
k sum is over reciprocal lattice vectors of the simulation box k,, = (2mng/L, 2mn,/L, 27n,/L)
where n., ny, n, range over all positive and negative integers.

Because both sums, Eq. (6.14) and Eq. (6.15), are so poorly convergent [103] we follow the

scheme put forward by Natoli et al. [104] for approximating the image potential by a sum in
k-space and a sum in r-space,
va(r) = Y vs(jr + L)) + > w(k)e™ ™ —5(0)/Q, (6.16)
L k| <k

where v;(r) is chosen to vanish smoothly as r approaches r., where 7. is less than half of the
distance across the simulation box in any direction. If either r. or k. go to infinity then v, — v;.
Natoli et al. show that in order to minimize the error in the potential, it is appropriate to
minimize x? = {,[vi(r) — va(r)]? dr/Q. And choose for v,(r) an expansion in a fixed number
of radial functions. This same technique has also been applied to treat the pseudo-potential
described in section 6.2.3.

Now let us work with N particles of charge e in a periodic box and let us compute the total
potential energy of the unit cell. Particles ¢ and j are assumed to interact with a potential
e?v(ri;) = e*v(|r; — r;|). The potential energy for the N particle system is

V= Z 62’[)](7"1'3') + ZeQUM , (6.17)
i<j i

where vy = 3 lim,[vr(r) — v(r)] is the interaction of a particle with its own images; it is a
Madelung constant [80] for particle ¢ interacting with the perfect lattice of the simulation cell.
If this term were not present, particle ¢ would only see NV — 1 particles in the surrounding cells
instead of N.

6.2 Jellium in its ground state

The ground state properties of Jellium has been for the first time found by Ceperley and Alder
[101] through a diffusion Monte Carlo method [105]. Since then better wave-functions and
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optimization methods have been developed, better schemes to minimize finite-size effect have
been devised, and vastly improved computational facilities are available. Today, new modern
techniques are available to optimize Slater-Jastrow wave-functions [106] with backflow and three-
body correlations [107] and Helmann and Feynman (HF) measures [108] to calculate the RDF,
particularly the on-top value, which suffers from poor statistical sampling in its conventional
histogram implementation. Other useful tools are the twist-averaged boundary conditions [109]
and RPA-based corrections [110] to minimize finite-size effects.

6.2.1 Monte Carlo simulation (Diffusion)

Consider the Schrédinger equation for the many-body wave-function, ¢(R,t) (the wave-function
can be assumed to be real, since both the real and imaginary parts of the wave-function separately
satisfy the Schrodinger equation), in imaginary time, with a constant shift E7 in the zero of the
energy. This is a diffusion equation in a 3N-dimensional space [111]. If Er is adjusted to be the
ground-state energy, Ey, the asymptotic solution is a steady state solution, corresponding to the
ground-state eigenfunction ¢o(R) (provided ¢(R,0) is not orthogonal to ¢g).

Solving this equation by a random-walk process with branching is inefficient, because the
branching rate, which is proportional to the total potential V(R), can diverge to +co. This leads
to large fluctuations in the weights of the diffusers and to slow convergence when calculating
averages. However, the fluctuations, and hence the statistical uncertainties, can be greatly
reduced [112] by the technique of importance sampling [113].

One simply multiplies the Schrédinger equation by a known trial wave-function ¥(R) that ap-
proximate the unknown ground-state wave-function, and rewrites it in terms of a new probability
distribution

f(R’ t) = ¢(R’ t)\IJ(R) ’ (618)
whose normalization is given in Eq. (I.1). This leads to the following diffusion equation
70f(Ra t) _ 2 _
= AV2f(R,t) + [EL(R) — E7|f(R,t) + AV - [f(R,t)F(R)] . (6.19)

Here A = h%/(2m), t is the imaginary time measured in units of », E(R) = [H¥(R)]/¥(R) is
the local energy of the trial wave-function, and

F(R) =VInTU?(R) . (6.20)

The three terms on the right hand side of Eq. (6.19) correspond, from left to right, to diffusion,
branching, and drifting, respectively.
At sufficiently long times the solution to Eq. (6.19) is

f(R,t) ~ No¥(R)¢o(R) exp[—(Eo — ET)t] , (6.21)

where Ny = § ¢o(R)¢(R,0) dR. If E7 is adjusted to be Ey, the asymptotic solution is a stationary
solution and the average (Er(R))y of the local energy over the stationary distribution gives the
ground-state energy Ey. If we set the branching to zero Er(R) = Er then this average would
be equal to the expectation value § ¥(R)HU(R)dR, since the stationary solution to Eq. (6.19)
would then be f = fymc = ¥2. In other words, without branching we would obtain the variational
energy of U, rather than Ej, as in a Variational Monte Carlo (VMC) calculation.

The time evolution of f(R,t) is given by

f(R t+7)= JdRG(R’, R;7)f(R,t), (6.22)
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6. THE ELECTRON GAS §6.2. Jellium in its ground state

where the Green’s function G(R', R;7) = U(R')(R'|exp[—7(H — E7)]|R)¥1(R) is a transition
probability for moving the set of coordinates from R to R’ in a time 7. Thus G is a solution of
the same differential equation, Eq. (6.19), but with the initial condition G(R', R;0) = §(R — R).
For short times 7 an approximate solution for G is

G(R',R; 7_) _ (47T)\T)73N/267|R’7R7)\7-F(R)\2/4)\7-677-{[EL(R)+EL(R')]/27ET} + 0(7-2) ) (6.23)

To compute the ground-state energy and other expectation values, the N-particle distribution
function f(R,t) is represented, in diffusion Monte Carlo, by an average over a time series of
generations of walkers each of which consists of a fixed number of n,, walkers. A walker is a
pair (Ry,wq), @ =1,2,...,n,, with R, a 3N-dimensional particle configuration with statistical
weight w,. At time ¢, the walkers represent a random realization of the N-particle distribution,
f(R,t) = > wt6(R — RY). The ensemble is initialized with a VMC sample from f(R,0) =
U2(R), with wQ = 1/n,, for all a. Note that if the trial wave-function were the exact ground-state
then there would be no branching and it would be sufficient n,, = 1. A given walker (R, w?) is
advanced in time (diffusion and drift) as R**™ = R? + x + A7V In U2 (R?) where Y is a normally
distributed random 3N-dimensional vector with variance 2A7 and zero mean [114]. In order to
satisfy detailed balance we accept the move with a probability A(R, R’;7) = min[1, W(R, R')],
where W(R,R') = [G(R, R';7)¥%(R')]/[G(R/, R;7)¥?(R)]. This step would be unnecessary if
G were the exact Green’s function, since W would be unity. Finally, the weight w?, is replaced
by wit™ = w! Aw?, (branching), with Aw!, = exp{—7[(EL(R:) + EL(R.™))/2 — Er]}.

However, for the diffusion interpretation to be valid, f must always be positive, since it is
a probability distribution. But we know that the many-fermions wave-function ¢(R,t), being
antisymmetric under exchange of a pair of particles of the parallel spins, must have nodes, i.e.
points R where it vanishes. In the fixed-nodes approximation one restricts the diffusion process
to walkers that do not change the sign of the trial wave-function. One can easily demonstrate
that the resulting energy, (EL(R)), will be an upper bound to the exact ground-state energy;
the best possible upper bound with the given boundary condition [115].

A detailed description of the algorithm used for the DMC calculation can be found in Ref.

[116].

6.2.2 Expectation values in DMC

In a DMC calculation there are various different possibilities to measure the expectation value of
a physical observable, as for example the RDF'. If (O); is the measure and (...)s the statistical
average over the probability distribution f we will, in the following, use the word estimator to
indicate the function O itself, unlike the more common use of the word to indicate the usual
Monte Carlo estimator Zﬁl O;/N of the average, where {O;} is the set obtained evaluating O
over a finite number N of points distributed according to f. Whereas the average from different
estimators must give the same result, the variance, the square of the statistical error, can be
different for different estimators.

The local estimator and the extrapolated measure

To obtain ground-state expectation values of quantities O that do not commute with the Hamil-
tonian we introduce the local estimator O (R) = [O¥(R)]/¥(R) and then compute the average

over the DMC walk, the so called mixed measure, O = = (Or(R)); = §¢o(R)O¥(R)dR/
§ #o(R)¥(R)dR. This is inevitably biased by the choice of the trial wave-function. A way to
remedy to this bias is the use of the forward walking method [117, ] or the reptation quantum
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Monte Carlo method [119] to reach pure estimates. Otherwise this bias can be made of leading
order 6%, with § = ¢g — ¥, introducing the extrapolated measure

o™ = 20™ 0™, (6.24)
where O = (OL)fome 1s the variational measure. If the mixed measure equals the variational
measure then the trial wave-function has maximum overlap with the ground-state.

The Hellmann and Feynman measure

Toulouse et al. [108, | observed that the zero-variance property of the energy [121] can be
extended to an arbitrary observable, O, by expressing it as an energy derivative through the use
of the Hellmann-Feynman theorem.

In a DMC calculation the Hellmann-Feynman theorem takes a form different from the one
in a VMC calculation. Namely we start with the eigenvalue expression (H* — E*)¥* = 0 for
the ground-state of the perturbed Hamiltonian H* = H + A\O, take the derivative with respect
to A, multiply on the right by the ground-state at A = 0, ¢¢, and integrate over the particle
coordinates to get

6\11’\ oE»  O0H?
deqso(H*— deqso( - )\IJ". (6.25)
Then we notice that due to the Hermiticity of the Hamiltonian, at A = 0 the left hand side
vanishes, so that we get [122]

dR ¢oOT* A
§dR $oO2 — = B (6.26)
§dRGoTN |\_,  OA |y
This relation holds only in the A — 0 limit unlike the more common form [14] which holds for
any A. Also it resembles Eq. (3) of Ref. | ]
Given E* = {dR¢o(R)H*¥*(R)/{dR¢o(R)V*(R) the “Helmann and Feynman” (HF) mea-
sure in a DMC calculation is
—~HF  dE* N
O = " |~ (On(R)s + (AOLR)); + (AOL(R)); - (6:27)
The « correction is [122]
. HY ¥'(R)
AOF(R) = [T - EL(R)] TR) (6.28)
This expression coincides with Eq. (18) of Ref. [108]. In a VMC calculation this term, usually,

does not contribute to the average, with respect to fyme = ¥2, due to the Hermiticity of the
Hamiltonian. This is of course not true in a DMC calculation. We will then define a Hellmann
and Feynman variational (HFv) estimator as OFF? = O (R) + AO%(R). The B correction is

[122]

AO}(R) = [EL(R) — Eq] (6.29)

where Ey = E*=°. Which differs from Eq. (19) of Ref. [108] by a factor of one half. This term
is necessary in a DMC calculation not to bias the measure. The extrapolated Hellmann and
Feynman measure will then be

0 _ 90 _(oHFYy, (6.30)

126



6. THE ELECTRON GAS §6.2. Jellium in its ground state

Both corrections o and B to the local estimator depends on the auxiliary function, ¥ =
0U*/0X|a=o. Of course if we had chosen ¥*=C  on the left hand side of Eq. (6.27), as the
exact ground state wave-function, ¢g, instead of the trial wave-function, then both corrections
would have vanished. When the trial wave-function is sufficiently close to the exact ground state
function a good approximation to the auxiliary function can be obtained from first order pertur-
bation theory for A « 1. So the Hellmann and Feynman measure is affected by the new source
of bias due to the choice of the auxiliary function independent from the bias due to the choice
of the trial wave-function.

It is convenient to rewrite Eqgs. (6.28) and (6.29) in terms of the logarithmic derivative
Q(R) = V'(R)/¥Y(R) as follows

N

AO(R) = 5 O [VAQ(R) + 2u(R) -V, Q(R)] (6.31)
8 k=1

AOJ(R) = [EL(R)-EIQ(R), (6.32)

where vi(R) = V.., In U(R) is the drift velocity of the trial wave-function. For each observable
a specific form of ) has to be chosen.

6.2.3 Trial wave-function

We chose the trial wave-function of the Bijl-Dingle-Jastrow [124, , ] or product form
¥(R)cD(R) exp (— > u(rij)> : (6.33)
i<j

The function D(R) is the exact wave-function of the non-interacting fermions (the Slater
determinant) and serves to give the trial wave-function the desired antisymmetry

D(R) = —— det(p},)

1

where for the fluid phase ¢, ,, = eknms,  ,/VQ with k, a reciprocal lattice vector of the
simulation box such that |k,| < k%, o the z-component of the spin (+1/2), 7y, the coordinates
of particle m, and o, its spin z-component. For the unpolarized fluid there are two separate
determinants for the spin-up and the spin-down states because the Hamiltonian is spin indepen-
dent. For the polarized fluid there is a single determinant. For the general case of N, spin-up
particles the polarization will be £ = |[N; — N_|/N and the Fermi wave-vector for the spin-up
(spin-down) particles will be kx = (1 + £)Y3kp with kr = (37%n)Y3 = (97/4)'/3/(aors) the
Fermi wave-vector of the paramagnetic fluid. On the computer we fill closed shells so that N,
is always odd. We only store k,, for each pair (k,,—k,) and use sines and cosines instead of
exp(iky, - r;) and exp(—iky - ;).

The second factor (the Jastrow factor) includes in an approximate way the effects of particle
correlations, through the “pseudo-potential”, u(r), which is repulsive.

In the crystal phase, the orbitals are Gaussians centered around body-centered-cubic lattice
sites with a width chosen variationally.

det(¢y ) | (6.34)

The pseudo-potential

Here we will consider a system where the particles interact with a bare potential

vu(r) = M (6.35)
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whose Fourier transform is

- ™ k2 2

Tu(k) = -z€ /4 (6.36)
so that for u — oo we recover the Jellium and in the opposite limit u — 0 we recover the
non-interacting electron gas.

Neglecting the cross term between the Jastrow and the Slater determinant in Eq. (I.6) (third

term) and the Madelung constant, the variational energy per particle can be approximated as
follows,

ey = <EL§\f)>f _ S\II(R>H]’\;IJ(R) dR 2 e UM —2)\]{?2 ( )][S(k) _1] +
k
QQ Z Ak - K'u(k)u(k ) ot p—kp—k)f + - (6.37)
k,k’

where ep = (3/5)A Y., N, (k%)?/N is the non-interacting fermions energy per particle, (k) is
the Fourier transform of the pseudo-potential u(r), ¥,(k) = 4w exp(—k?/4pu?)/k? is the Fourier
transform of the bare pair-potential, S(k) is the static structure factor for a given wu(r) (see
Sec. 6.2.4), pp, = Zil exp(ik - r;) is the Fourier transform of the total number density p(r) =
>, 0(r —7;), and the trailing dots stand for the additional terms coming from the exclusion of
the j = k term in the last term of Eq. (I.6). Next we make the Random Phase Approximation
[42] and we keep only the terms with k + k' = 0 in the last term. This gives

/

ev ~ ep + % {[6217#(16) — 2R2a(k)|[S(k) — 1] — 2nA[ka(k)]2S(k )} ... (6.38)

In the limit kK — 0 we have to cancel the Coulomb singularity and we get @2 (k) = me?d,,(k)/(h?nk?) ~
[(4me?/k?)/(hwy)]? (Where w, = 4/4mne2/m is the plasmon frequency) or in adimensional units

.4
k) = 4 /%k—z , small k. (6.39)

This determines the correct behavior of (k) as k — 0 or the long range behavior of u(r)

s 1
u(r) = %; , larger. (6.40)

Now to construct the approximate pseudo-potential, we start from the expression

/

€= er+ % €25, (k) — ANK2a(R)][S(k) — 1] , (6.41)
and use the following perturbation approximation, for how S(k) depends on @(k) [127, 1,
1 1
—— = —— + Bni(k) , 6.42

where A and B are constant to be determined and S*(k) the structure factor for the non-
interacting fermions (see Eq. (K.5)), which is §* = >, S7 , with

na Yo 2
3 y <1
S?,a(k)—{ A EA (6.43)

else
n
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where n, = N,/Q and y, = k/(2k%).
Minimizing e with respect to u(k), we obtain [129]

Bni(k) =

. 1/2
1 [ 1 Bne?s,,(k) ] , (6.44)

TSk TSR T T AR

This form is optimal at both long and short distances but not necessarily in between. In partic-
ular, for any value of £, the small k behavior of i(k) is 1/2rs/3AB(4m/k?) which means that

u(r) =4/ 3?;8871" , larger . (6.45)

The large k behavior of @(k) is (rs/A)9,(k)/k?, for any value of £, which in r space translates
into

du(r)
dr

Ts
z{ g4 KT (6.46)

r=0 0 u finite

In order to satisfy the cusp condition for particles of antiparallel spins (any reasonable pseudo-
potential has to obey to the cusp conditions (see Ref. [106] Section IVF) which prevent the local
energy from diverging whenever any two electrons (4 = o) come together) we need to choose
A = 1, then the correct behavior at large r (6.39) is obtained fixing B = 2 7. We will call this
Jastrow J; in the following.

It turns out that, at small u, but not for the Coulomb case, a better choice is given by [130]

2 ne2d 12
(k) = mel(k) + l(sékﬂ + 2/\—2‘;(]“)] , (6.47)

which still has the correct long (6.45) and short (6.46) range behaviors. We will call this Jastrow
J> in the following. This is expected since, differently from 71, J> satisfies the additional exact
requirement lim,_,ou(r) = 0, as immediately follows from the definition (6.47). Then at small
p (and any r;), the trial wave-function is expected to be very close to the stationary solution of
the diffusion problem.

The backflow and three-body correlations

As shown in Appendix I, the trial wave-function of Eq. (6.33) can be further improved by adding

three-body (3B) and backflow (BF) correlations [131, 107] as follows
3 N
U(R) = D(R)exp | — Y ii(ri;) — Y, G(I)- G()) | . (6.48)
i<j 1=1
Here
D(R) = —— det(@7 ) ——— det(r ) (6.49)
\/m (pn,m \/m (pn,m ) *

"Note that the probability distribution in a variational calculation is (from Eq. (6.33))
W2(R)ocD?(R) exp[—2U(R)] with U(R) = 2li<j u(rij). Then if one formally writes D?(R) = exp[—2W(R)],
W2 becomes the probability distribution for a classical fluid with potential W + U at an inverse temperature
B = 2. Then one sees that with the choice B = 2, Eq (6.42) coincides with the well known Random Phase
Approximation in the theory of classical fluids (see Ref. [81] Section 6.5) where W is the potential of the reference
fluid and U the perturbation.
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with g7 ., = ekn®mg, ,/v/Q and z,, quasi-particle coordinates defined as

N
T, =7+ Z n(ri;)(rs —75) - (6.50)
J#i

The displacement of the quasi-particle coordinates x; from the real coordinate r; incorporates
effects of hydrodynamic backflow [132], and changes the nodes of the trial wave-function. The
backflow correlation function 7(r), is parametrized as [107]

1+ spr

=Ap————— 6.51
n(r) BrB+wBr+r4 ’ (6.51)

which has the long-range behavior ~ 1/73.
Three-body correlations are included through the vector functions

N
G(i) = ). &(rij)(ri —75) . (6.52)
J#i
We call £(r) the three-body correlation function which is parametrized as [133]
&(r) = aexp {—[(r — b)c]2} . (6.53)

To cancel the two-body term arising from G(I) - G(1I), we use @(r) = u(r) — 262(r)r?
The backflow and three-body correlation functions are then chosen to decay to zero with a
zero first derivative at the edge of the simulation box.

6.2.4 The radial distribution function

The radial distribution function (RDF) is proportional to the probability of finding another
particle of the fluid inside a spherical shell of radius r and thickness dr centered on any one
particle on which you sit. This observable gives us informations about the structure of the fluid.
We will see here how it can be measured in a DMC calculation. In appendix K we give some
details on the determination of the RDF for the ideal gas and in appendix L we give some details
on exact relationships that must be satisfied by the RDF of the interacting fluid, the sum rules.

Definition of the radial distribution function

The spin-resolved RDF is defined as [134, 79]

o (Sigateede o8 —r)d )

et (127 oI )

N
<Z da,aié(r - rl)> ’ (655)

i=1

, (6.54)

ny(r)

where here, and in the following, {...) will denote the expectation value respect to the ground-
state. Two exact conditions follow immediately from the definition: i. the zero-moment sum
rule

Z Jdrdr' N (Mg (1) [go.r (1,7 ) = 1] = =N, (6.56)
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also known as the charge (monopole) sum rule in the sequence of multipolar sum rules in the
framework of charged fluids [95], ii. gs,»(7,7) = 0 due to the Pauli exclusion principle.

For the homogeneous and isotropic fluid n,(r) = N,/Q where N, is the number of particles
of spin ¢ and g, depends only on the distance r = |r — r |, so that

1 Q
9o,00 (1) = A2 m Z 05,0:00",0;0(T — rij)> . (6.57)

4,5 #1

The total (spin-summed) radial distribution function will be

1
g(r) = ﬁznona’ga,o’("')

o,0’

- (5 e (5 e 5w e

From the structure to the thermodynamics

As it is well known the knowledge of the RDF gives access to the thermodynamic properties of
the system. The mean potential energy per particle can be directly obtained from g¢(r) and the
bare pair-potential v, (r) as follows

NeNg

ep = o Jdr eQ'UH(r)[gg,a/(r) -1], (6.59)

o,0’

where we have explicitly taken into account of the background contribution. Suppose that e,(rs)
is known as a function of the coupling strength r. The virial theorem for a system with Coulomb
interactions (vy(r) = 1/r) gives N(2ex + e,) = 3PQ with P = —d(Neg)/dS2 the pressure and
eo = ey + e, the mean total ground-state energy per particle. We then find

B deo(rs) 1 d o
ep(rs) = 2e0(rs) + 15 dre Ed—rs[""seo(rs)] ) (6.60)
which integrates to
1 "o ! /
eo(rs) =er+ — | drirsep(ry) . (6.61)
Ts Jo
We can rewrite the ground-state energy per particle of the ideal Fermi gas, in reduced units,
as
9r\** 3 1
I il — 6.62
er < 1 > 10¢5(£)r§ ) (6.62)

where ¢, (€) = (1 —€)™3 + (1 + €)™/3. And for the exchange potential energy per particle in the
Coulomb case

. 2\ 9 1
€p = — <3?) %@1(5); ) (6.63)

which follows from Eq. (6.59) and Egs. (K.2)-(K.3). The expression for finite 4 can be found in
Ref. [135] (see their Egs. (15)-(16)).
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Definition of the static structure factor

If we introduce the microscopic spin dependent number density

pa("ﬂ) = Z 60,0-;5(T‘ - ’ri) y (664)

and its Fourier transform pg ., then the spin-resolved static structure factors are defined as
So.0' (k) = {pk,ocP—k,o'y/ N, which, for the homogeneous and isotropic fluid, can be rewritten as

Ne NgNg

NgNg’
Sy.00 (k) = 750,0/ + chaid

[1900r) = 1 ar - 2 235 0) (6.65)

From now on we will ignore the delta function at k = 0. The total (spin-summed) static structure
factor is S = Za’g, So,0. Due to the charge sum rule (6.56) we must have limg_, S(k) = 0. In

Sec. L.2 we will show that the small k£ behavior of S(k) has to start from the term of order k2.

6.2.5 Results for the radial distribution function and structure factor

The radial distribution function and structure factor have been calculated through DMC by
Ortiz and Ballone [136]. In Fig. 6.1 we show their results for the radial distribution function
and in Fig. 6.2 their results for the structure factor.

6.2.6 Results for the internal energy

The behavior of the internal energy of the Jellium in its ground state has been determined
through DMC by Ceperley and Alder [101]. Their result is shown in Fig. 6.3. Three phases
of the fluid appeared, for r; < 75 the stable phase is the one of the unpolarized Jellium, for
75 < rg < 100 the one of the polarized fluid, and for s > 100 the one of the Wigner crystal. The
Wigner formula of Eq. (K.11) turns out to be a rather good approximation. They used systems
from N = 38 to N = 246 electrons.

6.3 Jellium at finite temperature

For the Jellium at finite temperature it is convenient to introduce the electron degeneracy pa-
rameter © = T /Tr, where Tr is the Fermi temperature

Tr = Tps (2m)* (6.66)

[(2 - &)as]?/?’
here £ is the polarization of the fluid that can be either £ = 0, for the unpolarized case, and
& =1, for the fully polarized case, ag = 47/3, and
n2/352

. (6.67)

D =

is the degeneracy temperature, for temperatures higher than Tp quantum effects are less relevant.
The state of the fluid will then depend also upon the Coulomb coupling parameter, I' =
e2/rsaokpT [102].
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11
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Figure 6.1: Radial distribution function g(r) computed by DMC method (mixed estimator) for
the unpolarized £ = 0 case and the fully polarized £ = 1 case. rs = 1 (dotted line), 7, = 3
(dash-dotted line), s = 5 (dashed line), and rs = 10 (full line). r is in units of a Bohr radius.
(Figure reproduced here by courtesy of the authors of Ref. [136])
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S (k)

Figure 6.2: Structure factor S(k) computed by the DMC method (mixed estimator). The 7
considered and the symbols are the same as those of Fig. 6.1. (Figure reproduced here by

courtesy of the authors of Ref. [136])

134



6. THE ELECTRON GAS

§6.3. Jellium at finite temperature

Z.SI -
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Figure 6.3: The energy of the four phases studied relative to that of the lowest boson state
times 72 in Rydbergs as a function of 7, in Bohr radii. The boson system undergoes Wigner
crystallization at rs = 160 £ 10. The fermion system has two phase transitions, crystallization
at rs = 100 £+ 20 and depolarization at rs = 75 + 5. (Figure reproduced here by courtesy of the

authors of Ref. [101])
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6.3.1 Monte Carlo simulation (Path Integral)

The density matrix of a many-fermion system at temperature kT = 8! can be written as an
integral over all paths {R;}

pr(Rg, Roj B) - %Z(—N’ ff dR, exp(—S[Ry]). (6.68)
P PRo—Rp

the path R(t) begins at PRy and ends at Rg and P is a permutation of particles labels. For
nonrelativistic particles interacting with a potential V' (R) the action of the path, S[R;], is given
by (see appendix M)

B

S[R,] - f dt

0

(6.69)

Thermodynamic properties, such as the energy, are related to the diagonal part of the density
matrix, so that the path returns to its starting place or to a permutation P after a time .

To perform Monte Carlo calculations of the integrand, one makes imaginary time discrete, so
that one has a finite (and hopefully small) number of time slices and thus a classical system of
N particles in M time slices; an equivalent N M particle classical system of “polymers” [20].

Note that in addition to sampling the path, the permutation is also sampled. This is equiva-
lent to allowing the ring polymers to connect in different ways. This macroscopic “percolation”
of the polymers is directly related to superfluidity as Feynman [137, , 139] first showed. Any
permutation can be broken into cycles. Superfluid behavior can occur at low temperature when
the probability of exchange cycles on the order of the system size is non-negligible. The super-
fluid fraction can be computed in a path integral Monte Carlo calculation as described in Ref.
[99]. The same method could be used to calculate the superconducting fraction in Jellium at
low temperature. However, the straightforward application of those techniques to Fermi systems
means that odd permutations subtract from the integrand. This is the “fermion sign problem”
[115] which will be discussed in the next section.

Thermodynamic properties are averages over the thermal N—fermion density matrix which
is defined as a thermal occupation of the exact eigenstates ¢;(R)

pr(R, 5 B) = 3 6 (R)e™ " i(R), (6.70)
The partition function is the trace of the density matrix
Z(B) — e=PF _ J dRpr(R,R; B) = Y e PP (6.71)
Other thermodynamic averages are obtained as
©) = 2(8)"" | dRdR (RIOR)p(R, B ). (6.72)

Note that for any density matrix the diagonal part is always positive
p(R,R; B) =0, (6.73)

so that Z~1p(R, R; B) is a proper probability distribution. It is the diagonal part which we need
for many observables, so that probabilistic ways of calculating those observables are, in principle,
possible.
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Path integrals are constructed using the product property of density matrices

p(R2, Ro; B1 + P2) = Jde p(Rz, Ry; B2)p(R1, Ro; B1), (6.74)

which holds for any sort of density matrix. If the product property is used M times we can relate
the density matrix at a temperature 37! to the density matrix at a temperature M3~!. The
sequence of intermediate points {Ri, Ra,. .., Ra—1} is the path, and the time step is 7 = /M.
As the time step gets sufficiently small the Trotter theorem tells us that we can assume that
the kinetic 7 and potential V operator commute so that: e 7" = e~ "7e~"Y and the primitive
approximation for the Boltzmannon density matrix is found [20]. The Feynman-Kac formula
for the Boltzmannon density matrix results from taking the limit M — oo. The price we have
to pay for having an explicit expression for the density matrix is additional integrations; all
together 3N (M — 1). Without techniques for multidimensional integration, nothing would have
been gained by expanding the density matrix into a path. Fortunately, simulation methods can
accurately treat such integrands. It is feasible to make M rather large, say in the hundreds or
thousands, and thereby systematically reduce the time-step error.

In addition to the internal energy and the static structure of the Jellium one could also
measure its dynamic structure, the “superconducting fraction”, the specific heat, and the pressure

[20].

The direct path integral method

In the direct fermion method one sums over permutations just as bosonic systems. Odd permu-
tations then contribute with a negative weight. The direct method has a major problem because
of the cancellation of positive and negative permutations. This was first noted by Feynman and
Hibbs [66] who after describing the path integral theory for boson superfluid *He, noted: “The
[path integral] expression for Fermi particles, such as 3He, is also easily written down. However
in the case of liquid 3He, the effect of the potential is very hard to evaluate quantitatively in
an accurate manner. The reason for this is that the contribution of a cycle to the sum over
permutations is either positive or negative depending whether the cycle has an odd or an even
number of atoms in its length L. At very low temperature, the contributions of cycles such as
L = 51 and L = 52 are very nearly equal but opposite in sign, and therefore they very nearly
cancel. It is necessary to compute the difference between such terms, and this requires very
careful calculation of each term separately. It is very difficult to sum an alternating series of
large terms which are decreasing slowly in magnitude when a precise analytic formula for each
term is not available.

Progress could be made in this problem if it were possible to arrange the mathematics describ-
ing a Fermi system in a way that corresponds to a sum of positive terms. Some such schemes have
been tried, but the resulting terms appear to be much too hard to evaluate even qualitatively.

The [explanation] of the superconducting state was first answered in a convincing way by
Bardeen, Cooper, and Schrieffer. The path integral approach played no part in their analysis
and in fact has never proved useful for degenerate Fermi systems. [D. M. Ceperley italics]”

When we measure a property O in a Monte Carlo calculation [115, ]
{110
0)=— 6.75
© = (6.75)

where 7 is a function with both positive and negative pieces and the integrals are not only over
coordinates but a sum over permutations is also tacitly assumed.
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One introduces the distribution function for the importance sampling P

§ PIO/P]

(0) = W ) (6.76)
and calculates
(O) = Ezwwo : (6.77)

where w; = II;/P; and the sums are over M points distributed according to P. Then the variance

of the measure is
2 _ Z wz i
% = << o) >P

} (21 <[Zwl 1_<O>r>p
sz <2w o >p

= —2 w0 -(0))?),
M (f1m) ¢ /
_ 1 (0 —€0))?
ST J - , (6.78)

where we assumed that the sampled points were uncorrelated. Choosing P = ¢?/ { ¢ and solving
60% /dq = 0 we find as the optimal distribution

1%

P*c|II(O — (0))] . (6.79)

The usually one chooses P = [II|/ {|II|. For bosons there are no problems since II is every-
where positive, but for fermions one finds

ok =0%/E, (6.80)

where the efficiency is

- [SSIE] [M+MM]2 = {8_2]2 = g72P(0r=a) (6.81)

The average time that the simulation spend in the positive region of P is M, /M and M_/M is
the average time spent in the negative region. The efficiency for the fermionic case is proportional
to the square of the average sign: the positive sampled points in excess over the negative ones.
From the expressions for the grand-thermodynamic potentials for the ideal Bose, 25, and Fermi,
Qp, gas we find for example

(6.82)

—Np*A%/(V2g) —
£ e z—0
T ) e~ Ne2g(bs2(L)—f52(1)/A> L1
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where b5/5(1) — f5/2(1) ~ 0.4743. We then see that for any 2 the efficiency becomes exponentially
small in the number of particles. Moreover for a fixed N we find £ = e 26(FF—Fb5)  with Fg
the Helmholtz free energy of the Bose gas and Fr the one of the Fermi gas, and in the high
temperature limit we find [141]

£~ e 20N (2708)*% /g (6.83)

Whereas in the low temperature limit

1 N/« 2/3
ro-Regwm(n) .
Nbs;(1) /T 3/2
Fg = —— l :
5 B baa(D) <T> : (6.85)

where T, ~ Tp2m/(2.612g)%3 is the Bose-Einstein condensation temperature, F2 = Nep + Q%

with er = p the Fermi energy and Q9 = —gVez/z/(157r2)\3/2), and N = gV (2mer)3?/6m2h3. So
that in the limit § — oo we find

€ =e e (6.86)

with F2 = g(1/6 — 1/ 15)Veif2 /(m2X3/2) > 0, which shows how the efficiency of a direct Monte
Carlo calculation on fermions becomes exponentially small as 8 and N increases. Exactly where
the physics becomes more interesting.

Restricted Path Integral Monte Carlo

The Fermion density matrix is defined [115, ] by the Bloch equation which describes its
evolution in imaginary time

0

(?ﬂpF(R’ ROaﬂ) = _HPF(R7 Ro;ﬂ), (687)

PF (R7 R07 0) = AJ(R - R0)7 (688)

where 8 = 1/kpT with T the absolute temperature and A is the operator of antisymmetrization.
The reach of Ry, v(Ro,t), is the set of points {R;} for which

pr(Ry,Ro;t') >0 0<t <t, (6.89)
where ¢ is the imaginary thermal time. Note that
pr(Ro, Rojt) > 0, (6.90)
and clearly
pr (R, Ro;t)| reoy(Ro,t) = O- (6.91)

We want to show that (6.91) uniquely determines the solution. Suppose §(R,t) satisfies the
Bloch equation

(7—[ + %) 8(R,t) = 0, (6.92)
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Figure 6.4: Illustration of the reach v(Ryg,t) of the fermion density matrix.

in a space-time domain o = {t; <t < t;, R € O;}. And the two conditions

0(R,t1) = 0, (6.93)
§(R,t)|geon, = 0 t1 <t<ty, (6.94)
are also satisfied. Consider
12
J dt J dRe*'§(R,t) (7—[+£> §(R,t) =0, (6.95)
b Q ot
where 1} is a lower bound for V(R).
We have
0 0
pn [e2'0'62(R,t)] = 2Vpe?V0'6%(R, t) + 2¢*V°'5(R, t)aé(R, t). (6.96)
Since
to a eQVot to a €2V0t
dt| dR— (R,t)) = dt — dR&*(R,t
J, @], am 5 (ewo) - [fag ([ amemn)
62V0t2
= f dR&*(R,t2), (6.97)
2 Ja

t2
where in the last equality we used Eq. (6.93). Then from Eq. (6.95) follows

e?Vot

to
dR52(R,t2)—eQV°tJ dt f dR [Vo*(R,t) — §(R,)H6(R,1)] = 0. (6.98)
t1 Q

Qi

Then using Eq. (6.94) we find

e2V0t

dRX(R, 1) + e2%ot J " f dR [(V(R) ~ Vo)8* (R, 1) + A (V6(R,0))%| = 0. (6.99)
1 Q¢

2 Qtz t
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Each term in Eq. (6.99) is non-negative so it must be
0(R,t) =0 in a. (6.100)

Let p; and ps be two solutions of the restricted path problem and let 6 = p; — p3. Then
O(R,t)|reoy(Ro,t) = 0 for t1 < t < to. By taking t to infinity and ¢; to zero we conclude that
the fermion density matrix is the unique solution.

Eq (6.99) also shows that the reach v has the tiling property [115]. Suppose it did not. Then
there would exist a space-time domain with the density matrix non-zero inside and from which
it is only possible to reach Ry or any of its images PRy, with P any permutation of the particles,
crossing the nodes of the density matrix. But such a domain cannot extend to ¢ = 0 because
in the classical limit there are no nodes. Then this density matrix satisfies for some ¢; > 0 the
boundary conditions (6.93) and (6.94) and as a consequence it must vanish completely inside the
domain contradicting the initial hypothesis.

‘We now derive the restricted path identity. Suppose pr is the density matrix corresponding
to some set of quantum numbers which is obtained by using the projection operator .4 on the
distinguishable particle density matrix. Then it is a solution to the Bloch equation (6.87) with
boundary condition (6.88). Thus we have proved the Restricted Path Integral identity

pF(Ra,Ro;m=de’pF(R’,Ro;o> 3€ dR, e SR, (6.101)

R/—>R5 E’Y(Ro)

where the subscript means that we restrict the path integration to paths starting at R’, ending at
Rg and node-avoiding. The weight of the walk is pr(R’, Ro;0). It is clear that the contribution
of all the paths for a single element of the density matrix will be of the same sign; positive if
pr(R', Ro;0) > 0, negative otherwise.

Important in this argument is that the random walk is a continuous process so we can say
definitely that if sign of the density matrix changed, it had to have crossed the nodes at some
point.

The restricted path identity is one solution to Feynman’s task of rearranging terms to keep
only positive contributing paths for diagonal expectation values.

The problem we now face is that the unknown density matrix appears both on the left-
hand side and on the right-hand side of Eq. (6.101) since it is used to define the criterion of
node-avoiding paths. To apply the formula directly, we would somehow have to self-consistently
determine the density matrix. In practice what we need to do is make an ansatz, which we call
pr, for the nodes of the density matrix needed for the restriction. The trial density matrix, pr,
is used to define trial nodal cells: vr(Ryp).

Then if we know the reach of the fermion density matrix we can use the Monte Carlo method
to solve the fermion problem restricting the path integral (RPIMC) to the space-time domain
where the density matrix has a definite sign (this can be done, for example, using a trial density
matrix whose nodes approximate well the ones of the true density matrix) and then using the
antisymmetrization operator to extend it to the whole configuration space. This will require the
complicated task of sampling the permutation space of the N—particles [20]. Recently it has
been devised an intelligent method to perform this sampling through a new algorithm called the
worm algorithm [142]. In order to sample the path in coordinate space one generally uses various
generalizations of the Metropolis rejection algorithm [143] and the bisection method [20] in order
to accomplish multislice moves which becomes necessary as 7 decreases.

The pair-product approximation was used [102] (see appendix N) to write the many-body
density matrix as a product of high-temperature two-body density matrices [20]. The pair
Coulomb density matrix was determined using the results of Pollock [144] even if these could
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be improved using the results of Vieillefosse [145, ]. This procedure comes with an error
that scales as ~ 73/r2 where 7 = /M is the time step, with M the number of imaginary time
discretizations. A more dominate form of time step error originates from paths which cross the
nodal constraint in a time less than 7. To help alleviate this effect, Brown et al. [102] use an
image action to discourage paths from getting too close to nodes. Additional sources of error are
the finite size one and the sampling error of the Monte Carlo algorithm itself. For the highest
density points, statistical errors are an order of magnitude higher than time step errors.

The results at a given temperature T" where obtained starting from the density matrix in the
classical limit, at small thermal times, and using repetitively the squaring method

pr(Ry1, Ro; B) = de’ pr(R1, R'; 8/2)pr (R, R2; B/2). (6.102)

Time doubling is an improvement also because if we have accurate nodes down to a temperature
T, we can do accurate simulations down to T/2. Eq. (6.102) is clearly symmetric in R; and Rp.
The time doubling cannot be repeated without reintroducing the sign problem.

Brown et al. [102] use N = 33 electrons for the fully spin polarized system and N = 66
electrons for the unpolarized system.

6.3.2 Results for the radial distribution function and structure factor

In the classical Debye-Hiickel limit one has [81, 147]
r
gpH(T) = exp [—7 exp(—k:Drsaor)} , (6.103)

were kp = +/4mBne?. And for the structure factor, after linearizing Eq. (6.103) for r » 1/kprsao,

k2

Son k) = i

(6.104)

A serious weakness of the linearized approximation is the fact that it allows g(r) to become
negative at small r. This failing is rectified in the non-linear version (6.103).

In the ground state the radial distribution function and structure factor have been calculated
by Ortiz and Ballone [136].

In Fig. 6.5 we present the RPIMC results of Brown et al. [102].

6.3.3 Results for the internal energy

Given the total internal energy per particle of the fluid e;ot, the exchange and correlation energy
per particle is

ewc(T) = €tot (T) — €0 (T) (6105)
where eg(T) is the kinetic energy of a free Fermi gas at temperature T. And
ezc(T) = ez (T) + e.(T). (6.106)

where e, (T') is the Hartree-Fock exchange energy for a Fermi gas at temperature T (see Eq. (7)
of Ref. [148]).
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Figure 6.5: Pair correlation functions (on the left) for rs = 1.0 and r; = 10.0 in the unpolarized
state. Also shown is the small r part of the classical Debye-Hiickel limit at © = 8.0; see Eq.
(6.103). The Debye-Hiickel limit is not yet reached at © = 8.0 for the lower density rs = 10.0.
Static structure factors (on the right) for rs = 1.0 and rs; = 10.0 in the unpolarized state. Also
shown is the small k part of the classical Debye-Hiickel limit at © = 8.0; see Eq. (6.104). (Figure
reproduced here by courtesy of the authors of Ref. [102])
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For fixed polarizations £ = 0, the unpolarized case, and for £ = 1, the fully polarized case,
one has

rs 1
eo = (2*5)?@—5/2WI(3/27H), (6.107)
51 (™ d © d ! d
e = (22— Q—QJ ~ f — f ‘ , (6.108)
6m2B2Ry* Jo 1+e* " Jo 1+ev " ) 1 \/x/y+\/y/z—22
where
0 .'L'V
I = P 1
(v, k) L T dz, (6.109)
and k is determined from
I(1/2,K) = 29—3/2. (6.110)

For the expressions at an intermediate polarization 0 < £ < 1 see the appendix H. It is still
missing an analysis of the finite temperature Jellium at intermediate polarizations. This would
be important for a clearer determination of the Jellium phase diagram.

In Fig. 6.6 we present the RPIMC results of Brown et al. [102].

In Ref. [150] a comparison is given between these calculations to previous estimations of
the Jellium correlation energy. Such parameterizations generally fall into two categories: those
which extend down from the classical regime and those which assume some interpolation between
the T = 0 and high-T regimes. From the former group, in Fig. 6.7, Brown et al. plot e,
coming from Debye-Hiickel (DH) theory which solves for the Poisson-Boltzmann equations for
the classical one-component plasma and the quantum corrections of Hansen et al. [147, ] of
the Coulomb system both with Wigner-Kirkwood corrections (H+WXK) and without (H). Clearly
these methods do not perform well in the quantum regime below the Fermi temperature since
they lack quantum exchange.

The Random Phase Approximation (RPA) [152, 153] is a reasonable approximation in the low-
density, high-temperature limit (where it reduces to DH) and the low-temperature, high-density
limit, since these are both weakly interacting regimes. Its failure, however, is most apparent
in its estimation of the equilibrium, radial distribution function g(r) which becomes negative
for stronger coupling. Extensions of the RPA into intermediate densities and temperatures
have largely focused on constructing local-field corrections (LFC) through interpolation since
diagrammatic resummation techniques often become intractable in strongly-coupled regimes.
Singwi et al. [100] introduced one such strategy. Tanaka and Ichimaru [154] (TI) extended this
method to finite temperatures and provided the shown parameterization of the Jellium correlation
energy. This method appear to perform marginally better than the RPA at all temperatures,
though it still fails to produce a positive-definite g(r) at values of rs > 2. A third, more recent
approach introduced by Perrot and Dharma-wardana (PDW) [155] relies on a classical mapping
where the distribution functions of a classical system at temperature 7., solved for through
the hypernetted-chain equation, reproduce those for the quantum system at temperature T.
In a previous work, PDW showed such a temperature T, existed for the classical system to
reproduce the correlation energy of the quantum system at T = 0 [156]. To extend this work to

finite temperature quantum systems, they use the simple interpolation formula T,y = , /T2 + Tq2.

This interpolation is clearly valid in the low-T" limit where Fermi liquid theory gives the quadratic
dependence of the energy on T'. Further in the high-T regime, T' dominates over T, as the system
becomes increasingly classical. The PDW line in Fig. 6.7 clearly matches well with the RPIMC
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Figure 6.6: Excess energies E,. = e,. (on the left) for r; = 4.0 and r; = 40.0 for the polarized
state (Ep = ep). For both densities the high temperature results fall smoothly on top of previous
Monte Carlo energies for the classical electron gas [149] (solid line). Differences from the classical
Coulomb gas occur for © < 2.0 for r;, = 4.0 and © < 4.0 for r; = 40.0. Simulations with the
Fermion sign (squares) confirm the fixed-node results at © = 1.0 and 8.0. The zero-temperature
limit (dotted line) smoothly extrapolates to the ground state QMC results of Ceperley-Alder
[101] (dashed line). Correlation energy E.(T') = e.(T") (on the right) of the 3D Jellium at several
temperatures and densities for the unpolarized (top) and fully spin-polarized (bottom) states.
Exact (signful) calculations (squares) confirm the fixed-node results where possible (© = 8.0 for
& =0and © =4.0,8.0 for £ = 1). (Figure reproduced here by courtesy of the authors of Ref.

[102])
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results in these two limits. It is not surprising, however, that in the intermediate temperature
regime, where correlation effects are greatest, the quadratic interpolation fails. A contemporary,
but similar approach by Dutta and Dufty [157] uses the same classical mapping as PDW which
relies on matching the T' = 0 pair correlation function instead of the correlation energy. While
we expect this to give more accurate results near T' = 0, we would still expect a breakdown of
the assumed Fermi liquid behavior near the Fermi temperature. Future Jellium work will include
creating a new parameterization of the correlation energy which uses the RPIMC data directly.
In doing so, simulations at higher densities and both lower and higher temperatures may be
necessary in order to complete the interpolation between the ground state and classical limits.
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Figure 6.7: Correlation energy E.(T) = e.(T) of the Jellium at rs = 4.0 for the unpolarized
& = 0 state from the RPIMC calculations (RPIMC) and several previous parameterizations as a
function of ©. The latter include Debye-Hiickel (DH), Hansen (H), Hansen+Wigner-Kirkwood
(H+WK), Random Phase Approximation (RPA), Tanaka and Ichimaru (TI), and Perrot and
Dharma-wardana (PDW). Also included is the ground state © = 0.0 result for comparison.
(Figure reproduced here by courtesy of the authors of Ref. [150])

6.3.4 Phase diagram

The worm-dense regime for both the fully spin-polarized £ = 1 and unpolarized £ = 0 systems
has been studied through RPIMC by Brown et al. [102]. This study complements the previous
Monte Carlo studies on the classical one-component plasma [149] and the inclusion of first order
quantum mechanical effects by Jancovici [158] and Hansen and Vieillefosse [151]. However,
the accuracy of these results quickly deteriorates as the temperature is lowered and quantum
correlations play a greater role [159]. This breakdown is most apparent in the warm-dense regime
where both I and © are close to unity as shown in Fig. 6.8.
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In the RPIMC of Brown et al. [102] the trial density matrix was taken as the free electron
density matrix

ooy 2\—3N/2 _(R-R)?
pr(R,R';7) = (4n7/13) Aexp [ | (6.111)

where 7 = /M with M the number of imaginary time discretizations. This approximation
should be best at high temperature and low density when correlation effects are weak. The
free-particle nodal approximation performs well for the densities studied by Brown et al. [102].
Further investigation is needed at even smaller values of r; and lower temperatures in order to
determine precisely where this approximation begins to fail. Such studies will necessarily require
algorithmic improvements, however, because of difficulty in sampling paths at low density and
low temperature.
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Figure 6.8: Temperature-density phase diagram showing the points considered in Ref. [102].
Several values of the Coulomb coupling parameter I" (dashed lines) and the electron degeneracy
parameter O (dotted lines) are also shown. (Figure reproduced here by courtesy of the authors
of Ref. [102])

6.4 Some physical realizations and phenomenology

The Jellium model is a system of pointwise electrons of charge e and number density n in the three
dimensional Euclidean space filled with an uniform neutralizing background of charge density
—en. The zero temperature, ground-sate, properties of the statistical mechanical system thus
depends just on the electronic density n, or the Wigner-Seitz radius r, = (3/47n)/3/ag where
ag is Bohr radius, or the Coulomb coupling parameter T

The model can be used for example as a first approximation to describe free electrons in
metallic elements [21] (2 < rs < 4) or the interior of a white dwarf [24] (r; ~ 0.01). More
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generally it is an essential ingredient for the study of ionic liquids (see Ref. [81] Chapter 10
and 11): molten-salts, liquid-metals, and ionic-solutions. In molten alkali halides the masses of
the cation and the anion are comparable whereas in liquid metals the anions are replaced by
electrons from the valence or conduction bands. The very small mass of the electron leads to
a pronounced disymmetry between the two species present in the metal. In particular, whereas
the behavior of the cations can be discussed in the framework of classical statistical mechanics,
the electron form a degenerate Fermi gas for which a quantum-mechanical treatment is required.
Restricting to the class of simple metals in which the electronic valence states are well separated
in energy from the tightly-bound core states; their properties are reasonably well described by
the nearly-free-electron model. Metals that are classified in this sense include the alkali metals,
magnesium, zinc, mercury, gallium, and alluminium. Other liquid metals (noble and transition
metals, alkaline earths, lanthanides, and actinides) have more complicated electronic structures,
and the theory of such systems is correspondingly less well advanced. Molten-salt solutions are
mixtures of liquid metals and molten salts. Ionic-solutions are liquids consisting of a solvent
formed by neutral, polar molecules, and a solute that dissociates into positive and negative ions.
They vary widely in complexity: in the classic electrolyte solutions, the cations and anions are
comparable in size and absolute charge, whereas macromolecular ionic solutions contain both
macroions (charged polymers chains or coils, micelles, charged colloidal particles, etc.) and
microscopic counterions.

Experimentally, Wigner crystallization was first unambiguously observed to occur in a quasi-
classical, quasi-two-dimensional fluid of electrons floating on top of liquid *He substrate [160].
Such quasi-two-dimensional electron systems are currently realized in the laboratory in various
semiconductors structures, but is has proven difficult to reach the very low temperatures needed
for Wigner crystallization of electrons in the quantal regime without losing their collective be-
havior through the unavoidable presence of impurities. Furthermore, the application of a strong
magnetic field to a quasi-two-dimensional electron fluid in semiconductor structures provides
a very effective way to squeeze out the translational kinetic energy without going to very low
densities. The Wigner crystallization in the exactly-two-dimensional Jellium has been found by
DMC calculations to be past rs = 37 + 5 [161].

Whereas the finite temperature properties of Jellium depends additionally on the electron
degeneracy parameter ©. Apart from its purely speculative interest, the temperature dependence
of the Jellium properties are certainly of great astrophysical relevance. Examples are dense
plasmas in the interior of giant planets [162] and brown dwarfs atmospheres. Other uses could be
in highly compressed laboratory plasmas, such as laser plasmas [163], inertial confinement fusion
plasmas [164], and pressure-induced modifications of solids, such as insulator-metal transitions
[165]. These examples justify the growing interest recently emerged in matter under extreme
conditions in the warm-dense regime [166].

It would be desirable to perform a full quantum Monte Carlo simulation for the Restricted
Primitive Model (RPM), an electrically neutral fluid of particles of opposite charge made ther-
modynamically stable by preventing the particles collapse through the inclusion of a hard core
of a certain radius centered on each particle. Some attempts have been made for large mass
asymmetries between the positive and negative charges requiring a mixed MC (classical) - DMC
(quantum) treatment [167, 168] where one treats the slow ions through the Born-Oppenheimer
approximation and the fast ones at zero temperature. Other alternatives could be a mixed MC
- PIMC or more generally a full PIMC one.

Follows an excerpt from the last March and Tosi book [169].
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6.4.1 Molten halides and some alloys of metallic elements

Unlike monatomic fluid like liquid argon already for liquid sodium it is necessary to view it as
formed of positive ions and conduction electrons. More obviously, one has to start from an ionic
picture in describing a sodium chloride melt or liquid lithium iodide.

The crystal structures of halide compounds arise from electronic charge transfer and local
compensation of positive and negative ionic charges through chemical order. Nature achieves
charge compensation in two qualitatively distinct ways. The first involves halogen sharing and
high coordination for the metal ions, as for example in alkali, alkaline-earth and lanthanide metal
halides. In the second type charge compensation takes place within well defined molecular units,
either monomeric ones as for example in HgC1s and SbC13 or dimeric ones as in A1Br3.

Neutron diffraction studies of metal halide melts have shown that melting usually preserves
the type of chemical order found in the crystal. For example, the melting of MgC1s or YC13 can
be viewed as a transition from an ionic crystal to an ionic liquid (ionic-to-ionic, in short) and
that of SbCl3 or A1Br3 as a molecular-to-molecular transition. However, A1Br3 and FeCls are
known instances of ionic-to-molecular melting. Intermediate-range order (IRO), extending over
distances of 5 to 10 A say, has been revealed in both network-type and molecular-type melts.
This type of order is well known in glassy materials.

Alkali halide vapours

Even for alkali halides, the vapour at coexistence with the hot melt is made of molecular
monomers and dimers. The same basic ionic model can account for cohesion in these molecules
as in the solid and dense liquid states, provided that distortions of the electron shells of the ions
from electrical and overlap effects are accounted for.

Coulomb ordering in monohalides and dihalides
Alkali halides

The nature of Coulomb ordering in a molten salt like NaCl is such that the distribution of the
screening charge density around any given ion oscillates in space, rather than being a monotonic
function of distance as in the Debye-Hiickel theory. Nevertheless, a meaningful definition of
screening length in a dense ionic fluid can be based on the Debye-Hiickel concept of the potential
drop across the dipole layer formed by an ion and by the screening charge distribution.

Noble-metal halides

The monovalent Cut and Ag™' ions, with an outer shell of ten d-electrons, have small ionic
radius and large electronic polarisability in comparison with the corresponding alkali ions. These
properties lead to some hybridisation and covalent binding in copper and silver halides, tending
to favor low coordination of first neighbors and promoting remarkable transport behaviors.

The ionic conductivity of solid CuBr and Cul increases rapidly with temperature, already
reaching values of ~ 0.1 Q 'cm™! before attaining, through two structural phase transitions,
fast-ion (superionic) behavior of the Cu™ ions before melting. A phase transition is also exhibited
by Agl at 147 °C and is accompanied by a jump in ionic conductivity to a values of ~ 1 Q'em™!,
typical of ionic melts. The Ag™ ions in the a phase are disordered over many interstitial sites.
Solid CuC1, AgC1 and AgBr also show premelting phenomena, with the ionic conductivity rising
to values of 0.1 — 0.5 Q 'cm™1.

These materials melt at relatively low temperature with a relatively low entropy change, while
the ionic conductivity of the melt is comparable to that of molten alkali halides. Excess entropy
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has been released in the crystal before melting through the massive disordering of the metal
ions. Diffraction data are available for all melts of this family: overall, their liquid structure can
be described in term of a random close-packing of halogens, accommodating the metal ions in
tetrahedral-like coordinations.

Fluorite-type superionic conductors

Fluorite-type materials such as SrC12 undergo a diffuse transition to a high-conductivity state
before melting. The ionic conductivity and the entropy increase rapidly but continuously with
temperature across the transition, whereas the heat capacity shows a peak. A high dynamic
concentration of anionic Frenkel defects (interstitial-vacancy pairs) is gradually created across
the transition, as revealed by neutron diffraction and diffuse quasi-elastic scattering studies on a
variety of materials including SrCl,, CaFs, PbFs and UOs. In other materials, such as BaCl,
and SrBrg, a superionic state is attained through a structural phase transition to the fluorite
structure.

The liquid structure of BaCl,; and SrCls has been determined by neutron diffraction using
isotopic substitution. In both melts, within the frame of the divalent cations, the halogen ion
component is more weakly ordered. The liquid structure thus shows a remnant of the fast-ion
conducting state that the solid attains through an extensive disordering of the anions.

The observed short-range ordering in molten SrCl,; and BaCls suggests that freezing may
be viewed as a process in which the cationic component is independently crystallising and at the
same time modulating the anions into the lattice periodicity. The anionic component in the hot
crystal near melting may thus be described as a modulated “lattice liquid”. In turn, the diffuse
transition from the superionic to the “normal” state on cooling the SrCls crystal may be viewed
as a continuous process of anionic freezing inside the periodic force field of the metal-ion lattice.

Tetrahedral-network structure in ZnCl,

The pair structure is also experimentally known for a number of other dihalide melts. The evolu-
tion of the liquid structure with increasing covalency versus ionicity of the bonding brings it from
a cation-dominated structure to one in which the anions provide a “deformable frame” accom-
modating the doubly-charged cations. The C1™-C1~ structural correlations are not especially
affected: the C1-C1 bond length stays in the range 3.6 to 3.8 A.

The state of pronounced IRO in molten ZnC12 arises from strongly stable local tetrahedral
structures through the formation of a network of chlorines. The partial distribution functions
can be interpreted as describing a disordered close-packed arrangement of chlorine ions which
provides tetrahedral sites for the Zinc ions. Such a structural arrangement is very similar to that
of the glassy state of ZnCl,: the Zn-C1 bond length is practically the same in the two states
and the average coordination number of Zn is reported as 3.8 in the glass and ~ 4 in the melt.

6.4.2 Structure of trivalent-metal halides

Two main trends emerge from liquid structure studies on trichlorides: (i) the trend from cation-
dominated Coulomb ordering to loose octahedral-network structures across the series of lan-
thanide compounds including YC13, and (ii) the stabilization of molecular structures with strong
intermolecular correlations leading to IRO. The overall structural evolution is governed by the
increasing weight of covalency versus ionicity.
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Octahedral-network formation in lanthanide chlorides

X-ray diffraction data on the series of molten rare-earth trichlorides show similar structural
characters. The dpsc; bond length lies in the range 2.7-2.9 A while the second-neighbor bond
lengths are dyryr ~ 5 A and doyer ~ 4 A, indicating a Coulomb ordering primarily ruled by
the repulsion between the cations as discussed earlier for SrC12. Ionic conductivity and Raman
scattering data suggest that the coordination of the metal ions is becoming more stable through
the series, leading to a liquid structure which resembles a loose network of Cl-sharing octahedra.

Ionic-to-molecular melting in AICl; and FeCl;

YCljg is structurally isomorphous to A1C13 in the crystal phase. The octahedral coordination
of the Y, Al and Fe ions in the crystal is apparent, which is basically preserved in YCl3 on
melting. The upper cluster illustrates the cooperative mechanism of metal-ion displacements by
which the A15,C1lg and Fe;Clg molecules can form on melting, each dimer being in the shape of
two tetrahedra sharing an edge. In A1Brs such an arrangement of Al ions in tetrahedral sites
already exists in the crystal. The melting of A1C13 and FeCl;s also involves expansion of the
chlorine packing.

Liquid haloaluminates

In A1Cl3 and A1Brs, while the pure melt is a molecular liquid, molten-salt behavior emerges
on mixing with alkali halides. Complex anions are formed with the alkalis playing the role of
counterions. Thus, starting from neutral A15Clg dimers in the A1C13 liquid, the (A15C17)~
anion in the shape of two tetrahedra sharing a corner has been identified in mixtures with alkali
chlorides. This anion is ultimately replaced by (A1C14)~ anions at 1 : 1 stoichiometry.

The fluoroaluminates behave quite differently. The NagA1F, compound, known as cryolite,
presents special interest because of its role in the industrial Hall-Héroult process for the elec-
trodeposition of Al metal from alumina. The Raman spectra of molten (A1F3).. (NaF);_. and
other Al-alkali fluoride mixtures give evidence for a gradual conversion of (A1F4)~ into (A1Fs)?~
and (A1Fs)~ as the solution becomes more basic with ¢ decreasing below 0.5.

Molecular-to-molecular melting in GaCl; and SbCl;

For other trihalides, such as GaCls and SbCls molecular units can be recognized as constituents
in the crystal structure. Crystalline GaCls can be viewed as composed of GagClg dimers. The
crystal structure of SbCl1j is instead built by packing chains of monomers in the shape of trigonal
pyramids with metal ions at the apices. The stable molecular units in the vapour phase are the
GayClg dimer and the SbClz monomer.

The liquid structure of SbCls at 80 °C has been studied by a combination of X-ray and
neutron diffraction. It can be described as arising from separate monomeric units with strong
intermolecular correlations. Each metal ion has three additional chlorine neighbors from other
molecules: such a strongly distorted octahedral arrangement could result from stacking the
monomers in chains like umbrellas, the dipole axes of molecules within a chain being strongly
correlated over at least one or two molecular diameters.

The neutron diffraction patterns measured for molten A1Br3, GaBrs and Gals show three
peaks at approximately 1.0, 1.9 and 3.4 A~!. The corresponding pair distribution functions
exhibit a very well defined coordination shell of first neighbors, with coordination number 4.0+0.2
for A1Br3 and GaBrs and 3.75 + 0.2 for Gals. The intermolecular correlations between halogens
are quite significant, the corresponding coordination number being in the range typical of a
random close-packing in the liquid state.
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6.4.3 Chemical short-range order in liquid alloys

Fully ionized salts with a large band gap, like the alkali halides, remain ionic across melting.
At the opposite extreme, melting of covalent semiconductors such as Ge and InSb involves a
collapse of the covalent structure, which is directly revealed by an increase of coordination from
4 to values in the range 6-8 and by a sharp increase in electrical conductivity to an essentially
metallic type. Between these extremes a number of systems have been identified which show a
variety of intermediate electronic behavior in the liquid phase.

The CsAu compound

The stoichiometric CsAu compound crystallizes in the CsCl-type structure and is a strongly
polar semiconductor with an optical band gap of 2.6 €V at room temperature. Its electrical
conductivity drops on melting to a value which is comparable to molten salts. Electromigration
experiments give evidence that Cs migrates to the cathode and Au to the anode, one Cs™ and
one Au~ being transported per elementary charge to the electrodes.

A neutron diffraction study of the liquid structure of the Cs-Au alloy shows a structure in
the neutron structure factor at k = 1.2 A~1, which is interpreted as the “Coulomb prepeak”
characteristic of chemical order. After Fourier transform of these data, the Cs-Au first neighbor
distance at 3.6 A can be followed up to 80% Cs, while the Cs-Cs distance at 5.3 A characteristic
of the pure Cs metal start emerging at 70% Cs.

Other alkali-based alloys with chemical short-range order

Interspecies ordering as shown by the Cs-Au system has been reported for a number of other
alkali-based alloys, the alloying partners being elements of group III, IV or V. The formation of
chemical short-range order at certain compositions is signalled by anomalies in electronic prop-
erties such as the electrical resistivity and the magnetic susceptibility, which reflect a minimum
in the electron density of states at the Fermi level if not the opening of a gap due to full charge
transfer. Three different kinds of compound formation can be identified: (i) compound forma-
tion near the electronic octet composition A4B as in Li-Pb or Li-Sn; (ii) compound formation
near the equimolar composition AB, as in K-Pb or Rb-Pb; and (iii) compound formation near
both these compositions, as in Li-Si, Li-Ge or Na-Sn. The data show increasing stability of the
octet composition through the sequence Si, Ge, Sn and Pb, and decreasing stability through the
sequence from Li to Cs.

A neutron diffraction measurement of the Bhatia-Thornton ® concentration-structure factor
in LisPb has shown chemical order extending over a range of about 20 A in the corresponding
gec(r) distribution function. With regard to alkali-group IV alloys in the second and third
classes mentioned above, such as K-Pb or Na-Sn, it has proposed a model for order at equimolar
composition which invokes formation of essentially tetrahedral Pby or Sng polyanions. Such
tetrahedral “Zintl ions” are seen in the crystal structure of the equiatomic compound. In such
a tetrahedral cluster the p-type electron states of Pb, say, would be split into bonding and
antibonding states and the former could be filled by electron transfer from the alkali atoms.

The presence of polyanions in Zintl alloys also has dynamical consequences. A striking case
is NaSn, in which the Sny polyanions are observed to undergo jump reorientations and thereby
to enhance the diffusivity of the Na cations by a paddle-wheel mechanism. These two types of
disorder appear simultaneously as the melting point is approached.

8A. B. Bhatia and D. E. Thornton, Phys. Rev. B 2, 3004 (1970)
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6.4.4 Liquid metals

Some properties of simple liquid metals having conduction electrons in s and p states, that
specifically reflect their nature as two-component liquids of ions and electrons are: (i) the effective
interaction between pairs of ions as determined by screening of their bare Coulomb repulsions
by the conduction electrons; (ii) the structural correlation functions involving the conduction
electrons and supplementing the nuclear structure factor S(k) in a full description of the liquid-
metal structure; and (iii) the theory of electrical resistivity and viscosity of liquid metals. For a
general account of liquid metals the book of March [170] may be consulted. in the limit when
the effects of the ionic cores become negligible, we shall call the plasma particles “Jellium”.
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Appendix H

Ideal gas energy and exchange
energy as a function of
polarization

For the general case of N, spin-up particles the Fermi wave-vector for the spin-up (spin-down)
particles will be

kg = (1£6)Y3kp, (H.1)
with
kp = (3n2n)'/3 = (97/4)Y3 Jagrs, (H.2)

the Fermi wave-vector of the unpolarized fluid.
The Fermi energy will be

3 (02 )

kpTr 2m

P21+ €5 + (1- €5 K

- — . (H.4)

The degeneracy parameter will then be

om [ 1 \?3 kpT
O=7 <37r2n) ([(1 623+ (1 5)2/3]> : (H.5)

Then finding x* and x~ from the following equations

N 2 32 (1+¢)
e g g .
12,57) — 29—3/2 1=9 — (H.7)

[+ 62+ (1-)?23]
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H. IDEAL GAS ENERGY AND EXCHANGE ENERGY AS A FUNCTION OF
POLARIZATION

we can determine the kinetic energy per particle of the partially polarized, 0 < £ < 1, ideal Fermi
gas

S [I<3/2w+>+f<3/2’”‘>] (18)

SRR (146 T (16
The exchange energy on the other hand will be
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Appendix I

Jastrow, backflow, and
three-body

In terms of the stochastic process governed by f(R,t) one can write, using Kac theorem [171, 172]

J dR f(R,T) = <exp [ L ’ thL(Rt)]>DRW : (L1)

where {...)prw means averaging with respect to the diffusing and drifting random walk. Choos-
ing a complete set of orthonormal wave-functions ¥; we can write for the true time dependent
many-body wave-function

BRT) = L W(R) [dRUR)SR, )~ U(R) [dR (R

U(R) <exp [— LT dt EL(Rt)]>DRW , (1.2)

where V¥ is the wave-function, of the set, of maximum overlap with the true ground-state, the
trial wave-function. Assuming that at time zero we are already close to the stationary solution,
for sufficiently small 7 we can approximate

<exp [— LT dt EL(Rt)]>DRW ~ e TEL(RT) (1.3)

By antisymmetrising we get the Fermion wave-function

dr(R,7) ~ A[e*TEL(R)\I/(R)] , (L4)

where given a function f(R) we define the operator (a symmetry of the Hamiltonian)

1

AR = 7

Y (-DPf(PR), (L5)

P

here Np = N!N_! is the total number of allowed permutations P.
This is called the local energy method to improve a trial wave-function. Suppose we start
from a simple unsymmetrical product of single particle plane waves of N, spin-up particles with
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k < k; occupied and N_ spin-up particles with k¥ < k, occupied, for the zeroth order trial
wave-function. Equation (1.4) will give us a first order wave-function of the Slater-Jastrow type
(see equation (6.33)). If we start from an unsymmetrical Hartree-Jastrow trial wave-function the
local energy with the Jastrow factor has the form

2

Vi > ulrik)

i<k

E,=V—- )\Z —k? — 2ik; - V; Z u(rjr) — V32 Z u(rjk) + , (I.6)

i<k i<k

where V' = V(R) is the total potential energy and 7;; = |r;;| = |r; — r;|. Then the antisym-
metrized second order wave-function has the form in Eq. (6.48), which includes backflow (see
the third term), which is the correction inside the determinant and which affects the nodes, and
three-body boson-like correlations (see last term) which do not affect the nodes.
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Appendix J

The Random Phase
Approximation

In this Appendix we will work on an unpolarized system.

Within the linear density response theory [31] ! one introduces the space-time Fourier trans-
form, x(k,w), of the linear density response function. Which is related through the fluctuation
dissipation theorem, S(k,w) = —(2k/n)O(w)Imy(k,w), to the space-time Fourier transform,
S(k,w) (dynamic structure factor), of the van Hove correlation function [173], {p(r,t)p(0,0))/n,
where p(r,t) = exp(iHt/h)p(r) exp(—iHt/h).

In the Random Phase Approximation (RPA) we have [78]

1 1 )
Xrpa(k,w) B xo(k,w) —e*v,(k) (J.1)

where ¥ is the response function of the non-interacting Fermions (ideal Fermi gas), known as
the Lindhard susceptibility [174]. This corresponds to taking the “proper polarizability” (the
response to the Hartree potential) equal to the response of the ideal Fermi gas [175]. With
the help of the fluctuation dissipation theorem, So(k,w) = —(2h/n)O(w)Imyo(k,w) gives the
differential cross-section for inelastic scattering from the ideal Fermi gas (at energy transfer
w > 0). Scattering is due to the excitation of single particle-hole pairs

So(k,w) = 27r2 ng[l - n2+k]5 [w - %(e(ﬁk — eq)] , (J.2)

where ej, = k?/(2m) and n = O(|k| — k) is the momentum distribution of the ideal Fermi
gas. We thus find

hovp fo 0<w< —wa(k)
2
So(k,w) = { hrvphe [1 — (ﬁ — %) ] w2 (k)| < w < wy (k) (J.3)
0 w = wq (k)

with vp = mkr/(nm?h?) the density of states for particles at the Fermi level, vy = hkp/m
the velocity of a free particle on the Fermi surface, wi(k) = h(kkr + k%/2)/m, and wy(k) =
h(—kkp + k?/2)/m. Naturally we also have S%(k) = { So(k,w)dw/(2m).

INote that, unlike in the classical case, in quantum statistical physics even the linear response to a static
perturbation requires the use of imaginary time correlation functions [95].
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The RPA static structure factor is then recovered through

A (* dw
Srpalk) = ——f & (e, w) - (7.4)
n 0 ™
where
Imxo
I = .
X (1 — €29, Rexo)? + (€20,Imyxo)? ’ (J.5)
and
Imyo = -8y, w>0 (J.6)
X0 = 2% 0 y .
1 1—-(z—y)? |z-1-y| 1-(z+y?, |[z+1+y
Rexo — — - 1 .
€Xo TZVF{2+ 8 x+1—y+ 8 nx—1+y , (J.7)

where = w/kvr and y = k/2kp. In deriving Eq. (J.7) we used the fact that Imyo(k,w) is an
odd function of w and the Kramers-Kronig relations.
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Appendix K

Analytic expressions for the
non-interacting fermions ground
state

Usually g, is conventionally divided into the (known) exchange and the (unknown) correlation
terms

9o,0' = 9o.0' T 9o07 5 (K.1)

where the exchange term corresponds to the uniform system of non-interacting fermions.

K.1 Radial distribution function

We thus have (from the definition of the RDF (6.54) and using Slater determinants for the
wave-function)

g5, -(r) = 1, (K.2)

o) = 1- [M] ,

W (K.3)

where j1(z) = [sin(z) — z cos(z)]/z? is the spherical Bessel function of the first kind and (k%)% =
6m2n, is the Fermi wave-number for particles of spin o.

K.2 Static structure factor

Again we will have the splitting S, = S:,a’ + Sﬁ,a/ into the exchange and the correlation parts.
So that for the non-interacting fermions we get
S, (k) = 0, (K4)
2
Sz, = 7~ To(akg k)% <1 - %) <2 ¥ %)
1 5 k > 2kg,
- % o (f) ke
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where O(z) is the Heaviside step function.

K.3 Internal energy

The Hartree-Fock approximation [176, , 178] for the ground state of a system of interacting
fermions assumes that the many-body wave function is a Slater determinant built from single-
particle states, which are to be determined self-consistently by minimization of the expectation
value of the Hamiltonian. Whereas for an inhomogeneous many-electron system (e.g. an atom
or a molecule) the solution of the Hartree-Fock self-consistent problem can usually be obtained
only in a numerical form involving further approximations, the exact Hartree-Fock solution is
immediate in the case of a homogeneous fluid: in this case the self-consistent single-particle states
are necessarily plane waves, from translational invariance. Hence, the Hartree-Fock wave function
for the ground-state of a homogeneous fluid is the same as the ground-state wave function of the
ideal Fermi gas.
Including explicitly the spin indices we get

1
E!I]'IF — an’a [Ek + QZHF(’C)] s (K.6)
k,o
where ngﬂ is the ideal Fermi distribution, ¢, = h?k2/2m and for an unpolarized system
1 0
Yur(k) = wvo+ i qun,ﬁq’o (K.7)
q
€2kF kg—v — k2 k+kp
= — 1 1 K.
- [ okkr n‘k’kp] (K.8)

here vg = vq—o and vq = 4me?/q?. So that

2.21 91
egF:E?F/N:< 3 i)Ry:( 096)Ry, (K.9)

5a2r2  2mars r2 Ts

with o = (97/4)~1/3. As already remarked, the gain in potential energy found in Hartree-Fock
derives from the fact that the exclusion principle is built into the many-body wave function
and keeps apart pairs of electrons with parallel spins, thus lowering their Coulomb repulsive
interaction energy on average. Notice that the ratio between potential and kinetic energy is
proportional to rg: this dimensionless length gives a measure of the coupling strength, which
increases with decreasing density. The main problem with the Hartee-Fock approximation is
that, by including exchange between electrons with parallel spins but neglecting correlations
due to the Coulomb repulsions (which are most effective for electrons with antiparallel spins),
it includes neither dielectric screening nor the collective plasma excitation. As shown in section
6.2.4 the Hartree-Fock ground-state can be determined from the exchange part of the radial
distribution function (see Egs. (K.2)-(K.3)).

When one proceeds to evaluate the ground-state energy of Jellium by perturbation theory
beyond first order (i.e. beyond Hartree-Fock), one meets divergences arising from the long-range
character of the Coulomb interactions. On summing to infinite order the most strongly divergent
terms of the perturbative expansion (corresponding to the RPA theory), screening introduces a
cut-off as the lower end of integrals over wave vector space and cures the divergences [179].
Such a calculation, supplemented by the inclusion of a contribution from second-order exchange
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processes, yields the low r; expansion

2.21 _ 0.916
r2 T

eq(rs) = [ +0.0622In7s — 0.096 + .. ] Ry, (K.10)
plus terms going like 75, 75Inrg, etc. The results of such a truncated expansion is reasonably
accurate only up to rs = 1, whereas the values of r; that are relevant in the physics of normal
metals extend up to rs = 6.

In the thirties Wigner [96, 180] had already noticed that an optimal value epot = —(1.8/r5)Ry
is obtained for the potential energy if the electrons are placed on the sites of a crystalline
lattice having body-centered-cubic (bec) structure. The gain by a factor ~ 2 over the potential
energy in Hartree-Fock is clearly related to the fact that in the crystal all pairs of electrons
keep apart irrispectively of their relative spin orientation. Using the crystalline result at large
rs in combination with an estimate of the correlation energy at low rs;, Wigner proposed the
interpolation formula

(K.11)

W [2.21 0.916 0.88]
) Y,

ey = — —
r2 T 7.8+ 1

as approximately valid at metallic densities.
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Appendix L

Radial distribution functions sum
rules for the electron gas ground
state

Both the behavior of the RDF at small r and at large r has to satisfy to general exact relations
or sum rules.

L.1 Cusp conditions

When two electrons (p = o0) get closer and closer together, the behavior of g, o (r) is governed
by the exact cusp conditions [181, , 183]

d
Jga-,o-(?") = 0 5 (L]')
r—0

d3 3 d?

Wga,o(r) 0 = 2_040 Wgo,a'(r) 0 ’ (L2)
d 1

—gy = —gy _ L.3
drg+’ (r) - a09+, 0) , (L.3)

where in the adimensional units ag — 1/r,. For finite ;1 we only have the condition g, ,(0) = 0
due to Pauli exclusion principle.

L.2 The Random Phase Approximation (RPA) and the
long range behavior of the RDF

The small k behavior of the RPA, summarized in Appendix J, is exact [78]. One finds
hk?
- L4
SRPA(k) 2mwp s k« kF , ( )

where w, = y/4mne?/m is the plasmon frequency [98]. This is also known as the second-moment
sum rule for the exact RDF and can be rewritten as n {drr?[g(r) — 1] = —6(h/2mw,). We
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can then say that g(r) — 1 has to decay faster than r—5 at large r. The fourth-moment (or
compressibility) sum rule links the thermodynamic compressibility, x = [nd(n2deo/dn)/dn] !,
[175] to the fourth-moment of the RDF. For the equivalent classical system it is well known that
the correlation functions have to decay faster than any inverse power of the distance [184, 95, 185]
(in accord with the Debye-Hiikel theory). To the best of our knowledge we do not know, yet,
the exact decay for the zero temperature quantum case.
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Appendix M

The primitive action

Suppose the Hamiltonian is split into two pieces H = T +V, where calt and V are the kinetic and
potential operators. Recall the exact Baker-Campbell-Hausdorff formula to expand exp(—7H)
into the product exp(—77) exp(—7V). As 7 — 0 the commutator terms which are of order higher
than 72 become smaller than the other terms and thus can be neglected. This is known as the
primitive approximation

e—T(T+V) ~ e—TTe—TV' (M].)

hence we can approximate the exact density matrix by product of the density matrices for T
and V alone. One might worry that this would lead to an error as M — oo, with small errors

building up to a finite error. According to the Trotter [186] formula, one does not have to worry
e PTHY) = lim [e*TTe*TV]M . (M.2)
M—o0

The Trotter formula holds if the three operators 7, V, and 7 + V are self-adjoint and make
sense separately, for example, if their spectrum is bounded below [187]. This is the case for the
Hamiltonian describing Jellium.

Let us now write the primitive approximation in position space

p(Ro, Ro;T) ~ JdR1<RO|e*TT |R1){R1le”V|Ry), (M.3)

and evaluate the kinetic and potential density matrices. Since the potential operator is diagonal
in the position representation, its matrix elements are trivial

<R1|67TV|R2> = eiTV(Rl)(S(RQ — Rl) (M4)

The kinetic matrix can be evaluated using the eigenfunction expansion of 7. Consider,
for example, the case of distinguishable particles in a cube of side L with periodic boundary
conditions. Then the exact eigenfunctions and eigenvalues of 7 are L—3V/2¢?EnE and AK?, with
K,, = 2mn/L and n a 3N-dimensional integer vector. We are using here dimensional units.
Then

<R0‘67TT|R1> _ 2 L73Ne~r>\KfI ¢~ iKn(Ro—R1) (M.5)
_ 2
= (4mA7) 3N/ 2exp [—%] ) (M.6)
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where A\ = h?/2m. Eq. (M.6) is obtained by approximating the sum by an integral. This is
appropriate only if the thermal wavelength of one step is much less than the size of the box,
M « L2. In some special situations this condition could be violated, in which case one should
use Eq. (M.5) or add periodic “images” to Eq. (M.6). The exact kinetic density matrix in
periodic boundary conditions is a theta function, ]_[fivl 65(zi,q), where z = (R — RY)/L, R is
the ith component of the 3N dimensional vector R, and g = e~ 727/ Ly (see chapter 16 of Ref.
[188]). Errors from ignoring the boundary conditions are O(q), exponentially small at large M.

A link m is a pair of time slices (R,,_1, Rm) separated by a time step 7 = /M. The action
S™ of a link is defined as minus the logarithm of the exact density matrix. Then the exact
path-integral expression becomes

M
p(Ro,RM;ﬂ) = JdR1 .o .dRMfl exp [— 2 Sm] s (M7)

m=1

It is convenient to separate out the kinetic action from the rest of the action. The exact kinetic
action for link m will be denoted K™

m __ 3N (Rmfl - Rm)2
K™ = -5 In(4mAT) + By (M.8)
The inter-action is then defined as what is left
U™ =U(Rp-1,Rmn;7)=8S"—K™. (M.9)
In the primitive approximation the inter-action is
T
U = V(B 1) + V(Ry)), (M.10)

where we have symmetrized U]" with respect to R,,_1 and R,,, since one knows that the exact
density matrix is symmetric and thus the symmetrized form is more accurate.

A capital letter U refers to the total link inter-action. One should not think of the exact U
as being strictly the potential action. That is true for the primitive action but, in general, is
only correct in the small-7 limit. The exact U also contains kinetic contributions of higher order
in 7. If a subscript is present on the inter-action, it indicates the order of approximation; the
primitive approximation is only correct to order 7. No subscript implies the exact inter-action.

The residual energy of an approximate density matrix is defined as

1 0
— "+ = R,R';t). M.11
The residual energy for an exact density matrix vanishes; it is a local measure of the error of an
approximate density matrix. The Hamiltonian # is a function of R; thus the residual energy is
not symmetric in R and R'.
It is useful to write the residual energy as a function of the inter-action. We find
oUs (R—R')-VUgu

EA(R,R3t) = V(R) — —= — - FAV2UL — A (VUL)2. (M.12)

The terms on the right hand side are ordered in powers of 7, keeping in mind that U(R) is of
order 7, and |R — R’| is of order 7%/2. One obtains the primitive action by setting the residual
energy to zero and dropping the last three terms on the right hand side.

The residual energy of the primitive approximation is

EA (Ra R/; t) =

M A2

Er(R,R';t) — % [V(R) - V(R)] - %(R “R) VDV - S (V)R (M13)

With a leading error of ~ A2,
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Appendix N

The pair-product action

An often useful method to determine the many-body action is to use the exact action for two
electrons [189]. To justify this approach, first assume that the potential energy can be broken
into a pairwise sum of terms

V(R) = ) v(lri — 7j]), (N.1)

i<j

with |r; — ;| = r;;. Next, apply the Feynman-Kac formula for the inter-action

¢ U(Ro,Risr) _ <exp [— LT dt V(R(t))] >RW, (N.2)

where the notation (...)rw means the average over all Gaussian random walks from Ry to Rp
in a “time” 7. So that

e U(Bo,RriT) <eXp l JT dt Z v(rij (t))]> (N.3)
0 g RW

_ <Qexp [_ L dt (s (t>>]>RW (N.4)
~ E <exp [_ JOT dtv(ry; (t))] >RW (N.5)
— [ exp [-ualrisryir)] (x6)
i<j
= exp [— > UQ(’I“ij,’l";;j;T)} _ ¢ Va(Bo,Rpim) (N.7)
i<j

where U, is the pair-product action and wuy is the exact action for a pair of electrons. At low
temperatures the pair action approaches the solution of the two particle wave equation. The
result is the pair-product or Jastrow ground-state wave function, which is the ubiquitous choice
for a correlated wave function because it does such a good job of describing most ground-state
correlations.
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The residual energy (see Eq. (M.11)) for the pair-product action is less singular than for
other forms. We have that

wn(rj, 73 7) = —In <exp (— L ’ dm(r,.j(t))»Rw, (N.8)

is of order 72 since the two body problem can be factorized into a center-of-mass term and a
term that is a function of the relative coordinates. Moreover we must have

A

oug

or = U(T’ij(T))a (Ng)
so that

L _virm), (N.10)

which tells that only the last three terms on the right hand side of Eq. (M.12) contribute to the
residual energy. We also have

VU2 ZZZViUQ(’I‘ij,T‘,IL-j;T), (Nll)

i i#j

where the indices run over the particles. So the leading error of the pair-product action is ~ A73.
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Appendix O

Linear Response Theory

Linear response theory [190, 80, 81] is a well known framework to describe the approach to
thermal equilibrium in response to an external perturbation acting on a many-body quantum
fluid.

Let us introduce the density linear response function K (r —r’,t —t') for a homogeneous fluid.
Let us indicate with V4, the “bare” potential in vacuum.

The coupling of the fluid to the perturbing potential is described by the Hamiltonian

H'(t) = j dr p(r)Vi(rt), (0.1)

where p(r) is the density operator (here we implicitly assume that the mean value of the density
has been subtracted from p(r)). We will just consider the linear effect of this perturbation. The
change in density is given by

on(r,t) = {p(r)) —{p(r))0 = tr{[w(t) — wolp(r)}, (0.2)

where tr denotes the trace, w(t) = {¥* (R, t)¥(R,t) d" R is the perturbed density matrix whose
unperturbed counterpart is wo = exp(—BHy)/tr{exp(—BHy)}, and 8 = 1/kpT with kp the
Boltzmann constant and T' the absolute temperature. We are indicating with (R, t) the many-
body wave function of the fluid with particles at positions R = (r1,732,...,7n) at time ¢. This
satisfies to the Schrodinger equation

.. OY(R,t

n B g e, 03)
where H is the Hamiltonian of the unperturbed fluid. Then the perturbed density matrix satisfies
to

o0

ih pn [Ho + H'(t), w(t)]

[HO:w(t) - wO] + [Hl(t)7w0]’ (04)

%

where [A, B] denotes the commutator AB — BA and in the last step we have linearized the effect
of the perturbation and used [Hp,wp] = 0. This equation is subject to the initial condition

lim w(t) = wo, (0.5)

t——00
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representing a state of thermal equilibrium.
The linearized equation (O.4) has the following solution

w(t) —wo = (i)~ L dt’ exp{—iHo(t — ¢')/R}[H'(t'), wo] expliHo(t — t')/h}.  (0.6)

Inserting this result into Eq. (O.2) and using the cyclic invariance of the trace, tr{ AB} = tr{BA},
we can write the desired result as follows

sn(r,t) — (—i/h) f dr’ L A plrt), ', DoVa(r 1), (0.7)

Again the angle parenthesis (A)y = tr{wgA} denotes the mean value on the equilibrium state
and p(r,t) is the Heisenberg operator

p(r,t) = exp(iHot/h)p(r) exp(—iHot/h). (0.8)
So

K(r—r',t —t') = (=i/R)0(t — t')[p(r,1), p(r',1") ]o. (0.9)

This result clearly embodies the causality property through the Heaviside step function 6.
Introducing the notation

X" (k,t —t') = (1/2h) Jd(r — ') exp[—ik - (r — ") K[p(r, 1), p(r', ') Do, (0.10)

we see, from Eq. (0.9) that the Fourier transform of K is the convolution integral of the Fourier
transform of x”(k,t), that we will indicate with x”(k,w), and of the Heaviside step function,
that is equal to i/(w + in) with 1 a small positive quantity. We can then write the space-time
Fourier transform of K like so
Q0 dwl
Xkw) =~ | S5k -+ i), (0.11)

e T

Using the rule (w +n)~! = P(1/w) — im§(w), where P denotes the Cauchy principal part, this
can be written like so
d

7‘:' ¥ (k,w') /(W — W) + ix" (k, w). (0.12)

i) =P [

Since x”(k,t) is written in terms of the commutator of Hermitian operators it can be readily
shown that x”(k,w) must be real. So we can write

Imy(k,w) = X" (k,w). (0.13)

O.1 Fluctuation-dissipation theorem

We now worry about the relationship between the density response function and the van Hove
dynamic response S(k,w). Let us define the autocorrelation density function as

Gr—rt—t)= %(p(r,t)p(r’,t’»o, (0.14)
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whose space-time Fourier transform is S(k,w). The connection between G e K that gush from
Eq. (0.9) can be rewritten in Fourier transform like so

0 dw/
—p 2m

x(k,w) = (n/h) [S(k,w) — S(—k, —w)]/(w — w’ + in). (0.15)

This has the same form of Eq. (0.11) so that
Imx(k,w) = (—n/2h)[S(k,w) — S(—k, —w)]. (0.16)
For a fluid in thermodynamic equilibrium we must have
S(—k, —w) = exp(—hpw)S(k,w). (0.17)

In order to prove this property we observe that its inverse space-time Fourier transform reads
., 0
G(—r,—t) =exp _ZhﬁTt G(r,t), (0.18)
0

since under time Fourier transform 0/0t — —iw. But Eq. (0.18) can readily be proven through
the following steps (where, once again we use the cyclic invariance of the trace and the definition
of the Heisenberg operator, Eq. (0.8))

tr{exp(—BHo)p(0,0)p(r,t)} = tr{p(r,t)exp(—BHo)p(0,0)}
tr{exp(—BHo)p(r, t— Zhﬁ)p(07 0)}
exp(—1h30/ot)tr{exp(—BHo)p(r,1)p(0,0)}.  (0O.19)

In the classical limit, for 8 small, Eq. (O.16) becomes

Imy(k,w) = (—nBw/2)S(k,w). (0.20)

0.2 Kramers-Kronig relations

Causality imposes that the response function K(7,t) vanish for ¢ < 0. In other words the
fluid is influenced only by the action of the external perturbation in the past. Introducing the
“intermediate” response function x(k,t) as the space Fourier transform of K (r,t), we have

x(k,t) =0 for t<O. (0.21)
On the other hand
“ dw
x(k,t) = f — exp(—iwt)x(k,w). (0.22)
o 2T

Extending the definition of x (k,w) from real to complex frequencies, we can calculate this integral
through contour methods and for ¢t < 0 we can close the contour with the semicircle at infinity
above the real axis. The contribution from the integration on the semicircle vanishes since
x(k,w)ocw™2 at high frequency. So the causality property (0.21) is guaranteed if x(k,w) is
analytic in the upper part of the complex frequency plane.

Let us now consider the integral

%X(k’w/) dw' = 0, (023)

w—w
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on the contour I' shown in Fig. O.1. This contour integral vanishes due to the analiticity of
X(k,w). The contribution from the semicircle at infinity is again zero, so that

Q0 /
PJ dw’ % —imx(k,w) =0, (0.24)
—w

where again P denotes the Cauchy principal part of the integral on the real frequency axis and
the second term comes from the integration over the small semicircle around the point w. If we
now separate x(k,w) into its real and imaginary parts we find

ve] k /
PJ dw' M + mImy(k,w) = 0, (0.25)
—o —w
and
0 I k /
PJ dw' M — nRex(k,w) = 0. (0.26)
—00 -

These are the Kramers-Kronig relations.

Im w

/N

v

Re w

Figure O.1: Integration contour on the complex w plane.

0.3 The dielectric function

In a Coulomb liquid, the connection with the longitudinal dielectric function e(k,w), becomes
apparent from the Poisson equations

V. D(Ta t) = —47T€ne (7’, t)a (027)
V-E(r,t) = —4me[ne(r,t)+ dn(r,t)], (0.28)
which yield
1 k- EBkw on(k,w) 4me?
e(k,w) N k- D(k w) =1+ ne(k,(U) =1+ k2 X(k,W), (029)
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since from Egs. (0.7) and (0.9) follows én(k,w) = x(k,w)Vs(k,w) where x(k,w) is the Fourier
transform of K(|r — r'|,t — t') and

2
Vo(k,w) = 4%ne(k,w). (0.30)

Of course the field E and the associated screened or “Hartree” potential Vi (k,w) = V,(k,w)/e(k, w)
would be experienced by a second test charge introduced into the plasma, rather than by the
particles of the plasma. The latter also experience effects which involve the precise “hole” a
particle of the plasma digs around itself. This latter effect brings about the so called local field
corrections.

In addition to x(k,w) which relates the displaced charge density to the potential in vacuo,
it is useful to introduce yet another longitudinal response function, ¥(k,w) say, by exploiting
further the analogy with elementary electrostatics. This relates n(k,w) directly to the Hartree
potential through

n(k,w) = x(k,w)Vyg(k,w). (0.31)
We then have
2
ek, w) —1— %X(k,w). (0.32)

The expression x(k,w) = X(k,w)/e(k,w) accounts at one stroke for the long range effects of
the Coulomb interactions (the resonance at the plasma frequency, determined by e(k,w) = 0, is
brought about explicitly in the denominator.

The simplest useful approximation to the dielectric function of the plasma is obtained by
approximating ¥ by the density response function of an ideal gas. This corresponds to the Vlasov
theory for the classical plasma and to the Lindhard theory for the degenerate electron fluid.
Refinements of these theories aims at incorporating the effects of “exchange and correlation” in
X. This expression being an abbreviation for the short range effects arising from the statistics
(“exchange”) and long range effect arising from the Coulomb interaction (“correlation”). Of
course the exchange effects are absent in the classical limit.
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Chapter 7

The White Dwarf

In this chapter we study the effect of having a finite temperature on the equation of state and
structure of a white dwarf. In order to keep the treatment as general as possible we carry on
our discussion for ideal quantum gases obeying to both the Fermi-Dirac and the Bose-Einstein
statistics even if we will only use the results for the free electron gas inside a white dwarf. We
discuss the effect of temperature on the stability of the star and on the Fermi hole.

7.1 Introduction

A white dwarf below the regime of neutron drip, at mass densities less than 4 x 10''g cm™3,

are stars which emit light of a white color due to their relatively high surface temperature of
about 10*K. Because of their small radii R, luminous white dwarfs, radiating away their residual
thermal energy, are characterized by much higher effective temperatures, T', than normal stars
even though they have lower luminosities (which varies as R?T*). In other words, white dwarfs
are much “whiter” than normal stars, hence their name [191, ].

White dwarfs life begins when a star dies, they are therefore compact objects [24]. Star death
begins when most of the nuclear fuel has been consumed. White dwarfs has about one solar
mass M, with characteristic radii of about 5000km and mean densities of around 10°g cm~3.
They are no longer burning nuclear fuel and are slowly cooling down as they radiate away their
residual thermal energy.

They support themselves against gravity by the pressure of cold electrons, near their degener-
ate, zero temperature, state. In 1932 L. D. Landau [194] presented an elementary explanation of
the equilibrium of a white dwarf which had been previously discovered by Chandrasekhar in 1931
[ , 197] building on the formulation of the Fermi-Dirac statistics in August 1926 [198] and
the work of R. H. Fowler in December 1926 [199], on the role of the electron degeneracy pressure
to keep the white dwarf from gravitational collapse. Landau explanation can be found in §3.4 of
the book of Shapiro and Teukolsky [24], and fixes the equilibrium maximum mass of the white
dwarf to Mpyax ~ 1.5Mg. Whereas Chandrasekhar result was Mcy, = 1.456 M, for completely
ionized matter made of elements with a ratio between mass number and atomic number equal to
2. Strictly speaking one would have a matter made of a fluid of electrons and a fluids of nuclei.
In the work of Chandrasekhar the fluid of electrons is treated as an ideal gas where the electrons
are not interacting among themselves and the nuclei thousands times heavier are neglected.

Despite the high surface temperature these stars are still considered cold, however, because
on a first approximation temperature does not affect the equation of state of its matter. White
dwarfs are described as faint stars below the main sequence in the Hertzsprung-Russell diagram.
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In other words, white dwarfs are less luminous than main-sequence stars of corresponding colors.
While slowly cooling, the white dwarfs are changing in color from white to red and finally to
black. White dwarfs can be considered as one possibility of a final stage of stellar evolution since
they are considered static over the lifetime of the Universe.

White dwarfs were established in the early 20" century and have been studied and observed
ever since. They comprise an estimated 3% of all the stars of our galaxy. Because of their low
luminosity, white dwarfs (except the very nearest ones) have been very difficult to detect at
any reasonable distance and that is why there was very little observational data supporting the
theory in the time of them being discovered. The companion of Sirius, discovered in 1915 by W.
S. Adams [200, 201], was among the earliest to become known. The cooling of white dwarfs is
not only a fascinating phenomenon but in addition offers information of many body physics in a
new setting since the circumstances of an original star can not be built up in a laboratory. More
over, the evolution and the equation of state for white dwarfs can be useful on Earth providing
us more understanding of matter and physics describing the Universe.

In this chapter, we discuss how the Chandrasekhar analysis at zero temperature should be
changed in order to take into account the effect of having a quantum ideal gas at finite (non-zero)
temperature. For the sake of generality we will treat in parallel the case of the Fermi and the
Bose ideal gases. Even if only the Fermi case is appropriate for the description of the white dwarf
interior made of ionized matter characterized by a sea of free cold electrons (as Chandrasekhar
did, we will neglect the Coulomb interaction between the electrons and disregards the nuclei in
order to keep the treatment analytically solvable. We will also use Newtonian gravity to study
the star stability disregarding general relativistic effects). At the typical surface temperature and
density of a white dwarf the momentum thermal average fraction of particles having momentum
hk and a full relativistic dispersion relation (Cx/Co where Cy is given by Eq. (7.25) below) varies
appreciably over a k range which is a fraction of 0.933 ! of the k range where it is different from
zero. So we generally expect the effect of temperature to play a role on the behavior of the
ideal quantum gas. We will pursue our analysis for both the thermodynamic properties, as the
validity of the various polytropic adiabatic equation of state as a function of density, and for the
structural properties, as the Fermi hole.

The chapter is organized as follows: In section 7.2 we review the thermodynamic properties
of the ideal quantum gases at finite temperatures. This section contains three subsections, in
the first one 7.2.1 we discuss the importance of a full relativistic treatment at high densities,
in the second one 7.2.2 we discuss the onset of quantum statistics as the star collapses, and in
the third one 7.2.3 we present the revised Chandrasekhar analysis. In the second section 7.3 we
present our study of the structure of the ideal quantum gases at finite temperature and in the
full relativistic regime.

7.2 The thermodynamics of the ideal quantum gas

We want to find the thermodynamic grand potential of a system of many free fermions or bosons
with a rest mass m in thermodynamic equilibrium at an inverse temperature § = 1/kgT.
The Hamiltonian of the system is

H =D (~h*PA; + mPch)/? (7.1)

with A the Laplacian and c the speed of light.

1This value will get smaller as the star cools down in view of Eq. (7.20) and eventually become close to zero
as the momentum thermal average fraction approaches a step function
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Assuming the many particles are distinguishable (Boltzmannons) the density matrix operator,
P, satisfies to the Bloch equation

Do —upn(s), (7.2
pp(0) = T, (7.3)

where 7 is the identity operator. The solution of Eq. (7.2) in coordinate representation R =
(r1,...,7n), where r; is the position of ith spinless particle in the three dimensional space, has
the following solution

oK (Ro—Ru1) ;=B 3 (h*c*kZ +m?c) !/ (7.4)

)

pp(Ro, R1;8) =(Ro | e~

where K = (ky,...,kny) and R, = (r7,...,7}). A very simple calculation yields the propagator
pp in closed form. The result can be cast in the following form

HR(rilariO) ) (75)
i
where R in one dimension is
1 0 mc? me . 1/2
Ria(r',r%) = 2SOk (Go?) (7.6)

where ¥ = (r! — r%)2 + (hcB)? and K, is the familiar modified Bessel functions of order v. In

three dimensions we thus find

B 1 dR1q(rt,70)
2r|rl — r0| d|rl — 0]

4:;??/2 [n;cq,l/z X, (m?cq,m) L 2K, <m?c‘1,1/2)

’R,(rl,ro)

(7.7)

e ()]

Note that for the non relativistic gas, when H = —A >, A;, pp would have been the usual Gaus-
sian A3Ne~(Ri-R0)*/4\8 with \ = h2/2m and A = /473X the de Broglie thermal wavelength.

Taking care of the indistinguishability of the particles we can describe a system of bosons
and fermions with spin s = (g — 1)/2 through density matrices, pp r, that are obtained from
the distinguishable one opportunely symmetrized or antisymmetrized, respectively. The corre-
sponding grand canonical partition functions can then be found through a standard procedure
[42] from ©pp = e POsF = 0 OZB eV where ZNF — ¢ PFo.r is the trace of pB.F-
Here p = (Inz)/p is the chemical potential, F is the Helmholtz free energy, and (Q is the grand
thermodynamic potential.

If V is the volume occupied by the system of particles, the pressure is given by P = —Q/V,
and the average number of particles, N = nV = —2z08Q/0z, where n is the number density. We
find for bosons

2 O v
gmZc z
,BP = %2—1%3’ Z ﬁKQ(ﬂmCZV) s (78)
v=1
gm?c & 2¥ 9
n = PRCLTE Z 7K2(,Bmc V), (7.9
v=1
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and for fermions

gp — gm?c i (_1>u—1zuK (Bmet) .10)
= 5357 2 3 2(Bmccy) , )
2 © v—1,v
_ gmc (-1 1z 9
e YT V; ——K>(Bmc?v) . (7.11)
Clearly in the zero temperature limit (8 — o0) these reduce to (see §2.3 of Ref. [24] and our
appendix P)
2
gmce
P = 2 (@) , (7.12)
3
- 9.z
n = 2371-2)(3 ’ (713)
1 2
= 2 (242 2
() o [m/l e <3a; 1) +in(z+V1+e )] , (7.14)

where X = i/mc, with m the electron mass, is the electron Compton wavelength.
We can then introduce the polylogarithm, b,, of order u and the companion f, function,

Oy
bu(z) = ;1 57 , (7.15)
fule) - i (o) (1-22) () (7.16)
At finite temperatures, in the extreme relativistic case, we find for bosons
BP = mbdz) , (7.17)
n = mbg(@ , (7.18)
where we used the property zdb,(z)/dz = b,_1(z), and for fermions
P = grashl®) (7.19)
no= ) (7.20)
In agreement with §61 of Landau [141]. And in the non relativistic case, we find for bosons
BP = Zbs(2) (7.21)
n = %bg/g(z) , (7.22)
and for fermions
BP = %fsp(z) ) (7.23)
n = %fsm(z) ) (7-24)
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In agreement with §56 of Landau [141]. Recalling that the internal energy of the system is given
by E = —01ln©/08 we find in the extreme relativistic case E = 3PV and in the non relativistic
case E = 3PV /2. At very low density n, and high temperature T, when n/T?/? is very small,
bs/2(2) ~ f3/2(2) is very small and z is also very small. In this case b3/2(2) ~ bs/2(2) ~ f3/2(2) ~
f5/2(z) ~ z and we find for the quantum gas E/V ~ (3/2)KpTn. That is the non relativistic
classical limit. For the bosons, as the temperature gets small at fixed density b3/,(z) increases
(see Eq. (7.22)) and z gets close to 1. b,(z) is a monotonically increasing function of z which is
only defined in 0 < z < 1, so the bosons ideal gas must have a chemical potential less than zero.
bg/2(1) = ¢(3/2) ~ 2.612 and b55(1) = ((5/2) ~ 1.341 where ( is the Riemann zeta function. The

2/3
% (%) at which z = 1 is called the critical temperature for the Bose-

Einstein condensation in the non relativistic case. For T' < T, the number of bosons with energy
greater than zero will then be No = N(T/T,)%?2. The rest Ny = N[1 — (T/T.)*?] bosons are in
the lowest energy state, i.e. have zero energy. For the fermions the activity is allowed to vary
in 0 < z < o and the functions f,,(z) can be extended at z > 1 by using the following integral
representation f,(z) = [Sgo dyy*'/(e¥/z + 1)]/T(z), where T is the usual gamma function.

Given the entropy S = —0Q/0T we immediately see that, in both the extreme relativistic
and the non relativistic cases, S/N must be a homogeneous function of order zero in z and that
along an adiabatic process (S/N constant) we must have z constant. Then on an adiabatic,
in the extreme relativistic case, Pocn!t1/3) a polytrope of index 3, and in the non relativistic
case, Pocn'*2/3 a polytrope of index 3/2. This conclusions clearly continue to hold at zero
temperature when z — o0 and the entropy is zero.

temperature T, =

7.2.1 Relativistic effects at high density in a gas of fermions

The thermal average fraction of particles having momentum p = %k is given by

dk

2msCe =1 (7.25)

g 1 9 —Bek
Cr = N Bl —¢ ~ NEP (€ze77) VJ

where £ = +1, —1,0 refer to the Bose, Fermi, and Boltzmann gas respectively.
In a degenerate (T' = 0) Fermi gas we can define a Fermi energy as ep = p = 4 /p%c? + m2c,

in terms of the Fermi momentum pr. From Eq. (7.25) follows that the thermal average fraction
of particles having momentum p = ik is C,, = (¢9/N)O[u — €(k)], where O is the Heaviside unit
step function and e(k) = vh2k2c? + m2c? is the full relativistic dispersion relation. We will then
have for the density

PF 4
n= % . 47p? dp = 3ih§p?jJ . (7.26)
We then see immediately that at high density the Fermi momentum is also large and as a
consequence the Fermi gas becomes relativistic. On the contrary the degenerate Bose gas will
undergo the Bose Einstein condensation and have all the particles in the zero energy state.
At finite temperature from the results of the previous section we find that since f,(2) is
a monotonously increasing function of z then at large density n also z is large and at fixed
temperature this implies that the chemical potential u is also large. In view of Eq. (7.25) this
means that in the gas there are fermions of ever increasing momentum so that a relativistic
treatment becomes necessary.
From Eqgs. (7.10) and (7.11) it is possible (see appendix P) to extract the full relativistic
adiabatic equation of state as a function of temperature and observe the transition from the low
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density regime to the high density extreme relativistic one. In Fig. 7.1 we show the exponent
' = dln P/dInn for the adiabatic full relativistic equation of state as a function of density. For
the sake of the calculation it may be convenient to use natural units 7 = ¢ = kg = 1. From the
figure we see how at high density (which implies high activity) I' — 4/3. This figure should be
compared with Fig. 2.3 of Ref. [24] for the degenerate Fermi gas. In particular we see how at a
temperature of T = 20000K the Fermi gas can be considered extremely relativistic already at an
electron number density n = 102*cm=3. While we know (see Ref. [24] and Eqgs. (7.12)-(7.14))
that the completely degenerate gas becomes extremely relativistic for n > 103lcm—3.

6.5 ——T——T——T—
6.0
5.5
5.0
45

L 4.0
3.5
3.0
2.5
2.0
1.5 L—

[\]
[\
DO
[e2]

log(n) (em™)

Figure 7.1: The exponent I' = dln P/dInn for the adiabatic full relativistic equation of state as
a function of density. We chose a temperature 7" = 20000K and zero entropy, g = 2, and m is

the mass of an electron. n is in cm™3.

7.2.2 The onset of quantum statistics

For a spherically symmetric distribution of matter, the mass interior to a radius r is given by

T
m(r) = J pdnr’?dr’ | or dmir) _ 4mr2p (7.27)

0 dr
Here, since as we are considering non relativistic matter made of completely ionized elements of
atomic number Z and mass number A, p = pg = pemyn is the rest mass density with p. = A/Z
the mean molecular weight per electron and m, = 1.66 x 10~24g the atomic mass unit. If the star
is in a steady state, the gravitational force balances the pressure force at every point. To derive
the hydrostatic equilibrium equation, consider an infinitesimal fluid element lying between r and
7+ dr and having an area dA perpendicular to the radial direction. The gravitational attraction
between m(r) and the mass dm = pdAdr is the same as if m(r) were concentrated in a point at
the center, while the mass outside exerts no force on dm. The net outward pressure force on dm
is —[P(r + dr) — P(r)]dA, where P is the pressure. So in equilibrium

dP  Gm(r)p

hainl b S 2
dr rz2 (7.28)
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where G is the universal gravitational constant. 2
A consequence of the hydrostatic equilibrium is the virial theorem. The gravitational potential
energy of the star of radius R is
R Gm(r)

W = fj —— parr? dr
0 T

R
= J d—P47rr3 dr
o dr

R
—3J P4rr?dr (7.29)
0

where we have integrated by parts.
Now we assume that the gas of fermions is characterized by an adiabatic equation of state

1
P=Kp,, K, T=1+ - constants , (7.30)
which is also called a polytrope of polytropic index n. For example for fermions in the extreme
relativistic limit we find
P 723 he fa(2)

K=—_ = : (7.31)
P3Gl (emy )43 §253 )

where z depends on the temperature and density and goes to infinity in the degenerate limit
(lim, o fa(2)/fs /3(z) = 31/3/25/3). At the temperature and density typical of a white dwarf z is
very large so the equation of state is practically indistinguishable from the one in the degenerate
limit.

Calling u’ the energy density of the gas, excluding the rest mass energy, we must have from
the first law of thermodynamics, assuming adiabatic changes,

d(u/po) = —Pd(1/po) , (7.32)
and integration leads to
u = pOC2 + ].—%1 y (733)
which gives v’ = P/(T' — 1). Now Eq. (7.29) can be rewritten as
wW=-3r-1U, (7.34)

where U = X(}f w'4nr? dr is the total internal energy of the star. The total energy of the star,
E =W + U, is then
_3r—4

F==301

W . (7.35)
If Eq. (7.30) holds everywhere inside the star of total mass M and constant density, then the
gravitational potential energy is given by

30 — 1) GM?
s R

W— -3 L " g dmi(r) — — (7.36)

2Here we are assuming Newtonian theory of gravity. For the general relativistic stability analysis see for
example §6.9 of Ref. [24].
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where we used d(P/p) = [(I' — 1)/T'|Gm(r)d(1/r) and integrated by parts using I" > 1.

Without nuclear fuel, E decreases due to radiation. According to Egs. (7.35) and (7.36),
AFE < 0 implies AR < 0 whenever I' > 4/3. That is the star contracts and the gas will soon
become quantum (see Ref. [24] §3.2). Can the star contract forever, extracting energy from the
infinite supply of gravitational potential energy until R goes to zero or until the star undergoes
total collapse? The answer is no for stars with M ~ M, as is demonstrated by Chandrasekhar
[202] or in the book of Shapiro and Teukolsky [24]. We will reproduce their treatments in the
next section.

7.2.3 The Chandrasekhar limit
The hydrostatic equilibrium Egs. (7.27) and (7.28) can be combined to give

1d (r?dP

22 ) = 4 . .
2 < P dr> 7Gp (7.37)

Substituting the equation of state (7.30) and reducing the result to dimensionless form with
p = pb", (7.38)
r = an, (7.39)

(n+DKpd"

_ 7.40
@ aG ’ ( )

where p. = p(r = 0) is the central density, we find
1 d ,dl
R dn
This is the Lane-Emden equation for the structure of a polytrope of index n. The boundary
conditions at the center of a polytropic star are

0(0) = 1, (7.42)
g0 = 0. (7.43)

The condition (7.42) follows directly from Eq. (7.38). Eq. (7.43) follows from the fact that near
the center m(r) ~ 4wp.r3/3, so that by Eq. (7.27) dp/dr = 0.

Eq. (7.41) can be easily integrated numerically, starting at n = 0 with the boundary condi-
tions (7.42) and (7.43). One finds that for n < 5 (I' > 6/5), the solutions decreases monotonically
and have a zero at a finite value n = n,,: 6(n,,) = 0. This point corresponds to the surface of the
star, where P = p = 0. Thus the radius of the star is

R = an, , (7.44)

—on . (7.41)

while the mass is

R

M = J 4rr?pdr
0

Mn

= 47ra3pcf n%60™ dn
0

I d do
—4rna’p, — (2=
o], ()

4770'3/)0"7n|0,(77n)| . (7.45)
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Eliminating p. between Eqs. (7.44) and (7.45) gives the mass-radius relation for polytropes

n/(n—1)
) /(1-m | M+ 1K - -
M = 47xRB—n)/(1-n) [( 47TG) ] ,,77(13 n)/(1 n)773L|0/("7n)| ) (7.46)

The solutions we are particularly interested in are

3

I = S, n=z, n3=365375, n3,l0(ns2)| = ws2 = 271406, (7.47)

=5
r = , n=3, n3=6.89685, 0|0 (n3) =ws=2.01824, (7.48)
which as explained in section 7.2.1 corresponds to the low density non relativistic case and to
the high density relativistic case respectively. Note that for I' = 4/3, M is independent of p.
and hence R. We conclude that as p. — o0, the electrons become more and more relativistic
throughout the star, and the mass asymptotically approaches the value

3/2

MCh = 47TLU3 (E) , (749)

as R — 0. The mass limit (7.49) is called Chandrasekhar limit (see Eq. (36) in Re. [195], Eq.
(58) in [203], or Eq. (43) in [204]) and represents the maximum possible mass of a white dwarf.

In Fig. 7.2 we show the temperature dependence of the Chandrasekar limit at p. = 2.

].6 T T T T T T T T T

Figure 7.2: Temperature dependence of the Chandrasekar limit at u. = 2. We recall that
— ePu
z = ePh,

For the dependence of the star mass on the central density as it develops through the various
polytropes, as shown in Fig. (7.1), see for example Fig. 3.2 of Ref. [24]. Clearly in the high
pe — 00 limit we will have in the degenerate limit z — o0, from Eq. (7.31),

9 2
M — Mgy = 1.45639 (—) My, (7.50)

Pe
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where p. can be taken approximately equal to 2 or to 56/26 assuming that all the elements have
been subject to nuclear fusion into the stable iron 55Fe.

The star will not become a black hole if R > r, (see Fig. 1.1 of Ref. [24]), with 75 = 2G Mgy, /c?
the Schwarzschild radius in the Chandrasekhar limit, i.e.

2
nsc
C

where K is given by (7.31). This suggests that at high enough central densities the star fate is
to become a black hole. The critical central density is given in the degenerate z — oo limit by
pe = g(1e/2)*(2.3542 x 10'7g cm~3) which is well above the one required for the neutron drip.
If the star has a mass lower than Mgy it will not reach the Chandrasekhar limit but will
remain on a polytrope with n < 3. If the star has a mass higher than Mg, it will eventually
evolve through a supernovae explosion into a more compact object as a neutron star (when
electrons are captured by protons to form neutrons by 81 decay), a quark star, or a black hole.

7.3 The structure of the ideal quantum gas

The radial distribution function g(r) is related to the structure factor S(k) by the following
Fourier transform

ng(r) — 1] ‘l/ SR T[S (k) — 1] . (7.52)
k

Taking into account that the operator of the particle number Ny is a constant of motion, the
fluctuation-dissipation theorem (see appendix 5 of Ref. [30]) x”(k,w) = (nm/h)(1—e~P")S(k,w),
can be solved for the van Hove function

S(k,w) = n—Zu g X Ew) <(5N )2>5k6(w) , (7.53)

1— e Bw N

where (...) represents averaging in the grand canonical ensemble. The static structure factor
S(k) =§" dwS(k,w) then is

h e Bhw (6N)?

S(k) = E[l _5k]L dwx (k,w)coth( 5 > +< N >6k5(w) , (7.54)
where the last term does not contribute in the thermodynamic limit [205]. We substitute (see
appendix 8 of Ref. [80])

p dk’'
X" (k,w) = N f ch/{é[hw — Ap (k)] — 0[hw + Ap (K)]} (7.55)

with Ag/ (k) = e(|k’ + k|) — e(k’), and obtain for k # 0

S(k) Vf%ck, coth {%5[6(“4 LR — e(k’)]} k>0, (7.56)

where C, denotes the thermal average fraction of particles having momentum /k defined in Eq.
(7.25).
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For further analytical manipulation we rewrite

g[e(k)—p] :111,/]\%,]c +¢, (7.57)

One rewrites Eq. (7.56) changing variables first k + k' — k and subsequently k — —k to find

Sk) =V f %ka coth {%ﬁ[e(k) —e(k + k’|)]} . (7.58)

Adding Eqgs. (7.56) and (7.58) and making use of the fact that the hyperbolic cotangent is an
odd function, one finds

dk’
(2m)?
Now using Eq. (7.57) we find

V([ dK
Stk) = _J Cr —C ,coth[l + \/7]
(k) 3 ) @np ( Je-+k/| n Nc‘,ﬁk, &
V [ dK
= _J_3 (Ck/ + Clrsrr| + Tgck/ckwl)

L Ve J dk’

25(k) = Vf (Ck — Clpos 1) coth {%,B[e(k’ +k|) - e(k:’)]} . (7.59)

Ck C|k:+k: /| s k>0 s (760)

where coth[ln /z] = (z + 1)/(z — 1) was used in the middle step. From this follows

2
% S ek r[S(h) — 1] = 95 {200 S CueT + |3 CpeibT } , (7.61)

k0 k#0 k#0
where Cy = 0¢10(T. — T)No/N, with © the Heaviside step function, denotes the fraction of
particles which occupy the zero momentum state. We then introduce the function F(r) =
>k Cre™™ ™. This assume the following forms

F.(r) = Co(T)+ W—WJ md/-cbo Eze \ ”2”327”2‘34) sin (ﬁ?m) /r, (7.62)
F..(r) = Co(T)+ 27T2—,37ic2£f kdk by (2ze™") sin (55 mr) /r, (7.63)
For(r) = Co(T)+ 7rnA2§ J kdk bo §ze " ) sin (%%m) Jr. (7.64)

in the relativistic e(k) = vh%2k2c? + m2c?, extreme relativistic e(k) = chk, and non relativistic
€(k) = M\k? cases respectively. Inserting Eq. (7.60) into Eq. (7.52) we find

g(r)y=1+ g [F2(r) — Cg(T)] . (7.65)

which generalizes Eq. (117.8) of Landau [141]. In Fig. 7.3 we show the redial distribution
function for fermions in the relativistic and the non relativistic cases. From the figure we see
how the Fermi hole becomes larger in the non relativistic case at smaller number densities.
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Figure 7.3: The radial distribution function for ideal electrons (£ = —1, g = 2) in the relativistic

and the non relativistic cases. Here we chose T' = 20000K and n = 1.04 x 10%2cm~—2 in the non
relativistic case and n = 5.93 x 102cm—2 in the relativistic case. r is in Angstroms.

Increasing the temperature by one order of magnitude (see Fig. 3.3 of Ref. [24]) keeping the
density fixed produces a change in the redial distribution function of the order of 10~2, with the
Fermi hole getting smaller.

For the electron gas we should include the Coulomb interaction between the particles: the
jellium. The radial distribution function of jellium cannot of course be calculated exactly ana-
lytically, for a Monte Carlo simulation of the degenerate (T' = 0) jellium see for example Ref.
[206] and for jellium at finite temperature see for example Ref. [207].

Actually a more accurate result could be found by treating the white dwarf matter as a binary
mixture of electrons and nuclei which can today be done exactly with Monte Carlo simulations
techniques like the one devised in Ref. [167].

From these numerical studies one could extract a more accurate value for the constant K in
the adiabatic equation of state and thus the critical central density p. = (n3c?/23w3K)3.

7.4 Conclusions

In this chapter we studied the importance of temperature dependence on ideal Quantum gases
relevant for white dwarfs interior. Even if the temperature of the star is six orders of magnitudes
smaller than the Fermi energy of the electron gas inside the star, we find that the temperature
effects are quite relevant at the white dwarf densities and temperatures. In particular we show
that the adiabatic equation of state becomes extremely relativistic, with I" = 4/3, at densities
six orders of magnitude lower than the ones required for the completely degenerate, T' = 0, case.
Even if the polytropic form of the adiabatic equation of state remains the same as that at zero
temperature, the proportionality constant K changing by just a 10710 relative factor between
the finite temperature case and the zero temperature case, we think that an accurate analysis
of the star evolution, at least at the level of the ideal electron gas approximation in absence of
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the nuclei, should properly take into account the temperature effects. This gives us a complete
exactly solvable analytic approximation for the compact star interior at a finite temperature. We
could comment that the temperature effects are smaller than the corrections necessary to take
into account of the Coulomb interactions between the electrons and of the presence of the nuclei,
but from a calculation point of view it is still desirable to keep under control the magnitude
of the temperature corrections alone. Since this can be done analytically we think that their
analysis is relevant by itself.

We gave the generalization to finite temperature of all the zero temperature results used by
Chandrasekhar and in order to keep the treatment as general as possible we studied in parallel
the Fermi and the Bose gas. Clearly only the Fermi gas results were used for the description of
the ideal electron gas in the star interior.

We then studied the structure of the ideal quantum gas as a function of temperature. We
found the Fermi hole for the cold electron gas in a white dwarf which turned out to be of the
order of 1A in the full relativistic regime at a number density of the order of n ~ 1026cm—3
and bigger in the non relativistic regime at smaller densities and fixed temperature. The radial
distribution function is also affected by the temperature and the Fermi hole gets smaller as the
temperature increases at fixed density.

We also point out that in order to correct our result for the Coulomb interaction among the
electrons and for the presence of the nuclei, it is necessary to abandon the analytic treatment
in favor of the numerical simulation. We gave some relevant references of Monte Carlo meth-
ods which are important to adopt to solve this fascinating subject. These corrections to the
Chandrasekhar result or to our temperature dependent treatment are important more from a
philosophical point of view rather than an experimental or observational point of view. They
would lead us to the exact knowledge of the properties of a mixture of electrons and nuclei at
astrophysical conditions such as the ones found in white dwarfs.

More over let us observe that only a general relativistic statistical physics theory would give
us fully correct results for the stability of a white dwarf. But since this theory has not yet been
formulated [208] we will have to wait till the theory becomes available.
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Appendix P

The adiabatic equation of state
for a relativistic ideal electron gas
at finite temperature

Using the dispersion relation e(k) = v/h2k2c? + m2c*, with m the rest mass of an electron, we
find the pressure and the density from,

dk
BP = gJ_(Qﬂ)3 In <1+ze*ﬁ€(k)> ) (P.1)
dk 1
"= o) G P2

Integrating by parts the pressure equation and changing variable k = Bhck we find

g VK2 + (Bmc?)?
ﬂP = 3 27’!’2 3 J 2+(,3 2)2 (P3)
k me) 2+ 1
n = Jdn w (P.4)
(ﬁhc )3 272 VR H(Bme)? 1 ’

These equations are equivalent to Egs. (7.10) and (7.11) in the main text. Then the entropy is
given by

dk _Be dk lnz— Be(k)
S/ Vg — gJW tn (1 4z 54) — g J o s (P.5)

On an adiabatic the entropy per particle s = S/Nkp is constant, and from Eq. (P.1) follows

dk Inz— Be(k)
BP = gf 2r ) P /7 11 +sn . (P.6)
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Chapter 8

The Renormalization Group

We review some of the ideas of the renormalization group in the statistical physics of classical and
quantum fluids theory. The origin, the nature, the basis, the formulation, the critical exponents
and scaling, relevance, irrelevance, and marginality, universality, and Wilson’s concept of flows
and fixed point in a space of Hamiltonians.

In a recent Review of Modern Physics, M. E. Fisher [209] presented, to a wide audience, the
ideas of the Renormalization Group (RG) theory behind statistical mechanics of matter physics
and Quantum Field Theory (QFT).

We will also follow the lectures given by N. Goldenfeld [210] at the University of Illinois at
Urbana-Champaign in 1992.

Despite its name the theory is not really about a group but about a semigroup since the set
of transformations involved is not necessarily invertible. The theory is thought as one of the
underlying ideas in the theoretical structure of QFT even if the roots of RG theory has to be
looked upon the theory of critical phenomena of the statistical mechanics of matter physics.

8.1 Notation

In specifying critical behavior (and asymptotic variation more generally) a little more precision
than normally used is really called for. Following well established custom, we use ~ for “approx-
imately equals” in a rough and ready sense, as in 72 ~ 10. But to express “f(z) varies like z*
when z is small and positive” i.e., just to specify a critical exponent, we write:

flz) ~z* (z—0"). (8.1)
Then the precise implication is

lim In|f(z)|/Inz = A. (8.2)

z—0+t

We define ~ as “asymptotically equals” so that

f(@) ~g(z) (z—07), (8.3)
implies
Jim f(z)/9(z) = 1. (84)
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We define the o(-) symbol as follows:
f=olg) (z—0), (8.5)

means that |f| < c|g| for some constant ¢ and |z| small enough.

8.2 The origin of RG

The history of the RG has to be reckoned on the work of Lev D. Landau who can be regarded as
the founder of systematic effective field theories and of the concept of the order parameter ([211]
sec. 135). That is one recognizes that there is a microscopic level of description and believes it
should have certain general, overall properties especially as regards locality and symmetry. Those
then serve to govern the most characteristic behavior on scales greater than atomic. Known the
nature of the order parameter, suppose, for example, it is a complex number and like a wave
function, then one knows much about the macroscopic nature of a physical system.

Traditionally, one characterizes statistical mechanics as directly linking the microscopic world
of nuclei and atoms (on length scales of 10713 to 108 cm) to the macroscopic world of say,
millimeters to meters. But the order parameter, as a dynamic, fluctuating object in many cases
intervenes on an intermediate or mesoscopic level characterized by scales of tens or hundreds of
angstroms up to microns. A major collaborator of Landau and developer of the concept was V.
L. Ginzburg [212, | in particular for the theory of superconductivity.

Landau’s concept of the order parameter brought light, clarity, and form to the general theory
of phase transitions, leading eventually, to the characterization of multicritical points and the
understanding of many characteristic features of ordered states. But in 1944 Lars Onsager,
by a mathematical tour de force, computed exactly the partition function and thermodynamic
properties of the simplest model of a ferromagnet or a fluid [214, , ]. This model, the Ising
model, exhibited a sharp critical point: But the explicit properties, in particular, the nature
of the critical singularities disagreed profoundly with essentially all the detailed predictions of
the Landau theory (and of all foregoing, more specific theories). From this challenge, and from
experimental evidence pointing in the same direction [217], grew the ideas of universal but
nontrivial critical exponents [218, 219], special relations between different exponents [220], and
then, scaling descriptions of the region of a critical point [221, , , , ]. These insights
served as stimulus and inspiration to Kenneth Wilson in his pursuit of an understanding of QFTs
[226]. Indeed, once one understood the close mathematical analogy between doing statistical
mechanics with effective Hamiltonians and doing quantum field theory (especially with the aid
of Feynman’s path integral) the connections seemed almost obvious. Needless to say, however,
the realization of the analogy did not come overnight: In fact, Wilson himself was the individual
who first understood clearly the analogies at the deepest levels.

In 1971, Wilson, having struggled with the problem of the systematic integrating out of ap-
propriate degrees of freedom and the resulting RG flows for four or five years, was able to cast his
RG ideas into a conceptually effective framework [227, , ]. Effective in the sense that one
could do certain calculations with it. And Franz Wegner, very soon afterwards [229, 230], further
clarified the foundations and exposed their depth and breadth. An early paper by Kadanoff and
Wegner [231] showing when and how universality could fail was particularly significant in demon-
strating the richness of Wilson’s conception. Their focus on relevant, irrelevant, and marginal
operators (or perturbations) has played a central role [232, ]. The advent of Wilson’s con-
cept of the RG gave more precise meaning to the effective (“coarse-grained”) Hamiltonians that
stemmed from the work of Landau and Ginzburg. One now pictures the Landau-Ginzburg-
Wilson (LGW) Hamiltonians as true but significantly renormalized Hamiltonians in which finer
microscopic degrees of freedom have been integrated out.
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So our understanding of “anomalous” i.e., non-Landau-type but, in reality, standard critical
behaviour was greatly enhanced. The epsilon expansion (see chapter 12 of the Goldenfeld book
[210]), which used as a small, perturbation parameter the deviation of the spatial dimensionality,
d, from four dimensions, namely, € = 4 — d, provided a powerful and timely tool [234]. It had
the added advantage, if one wanted to move ahead, that the method looked something like a
cookbook so that “any fool” could do or check the calculations, whether they really understood,
at a deeper level, what they were doing or not. But in practice that also has a real benefit in
that a lot of calculations do get done, and some of them turn up new and interesting things or
answer old or new questions in instructive ways. A few calculations reveal apparent paradoxes
and problems which serve to teach one and advance understanding.

The foundations of RG theory are in the critical exponent relations and the crucial scaling
concepts developed in 1963-66 [220, , , , .

Some antedating reviews on RG theory are to be found in the following Refs. [218, , ,

, 238]. Retrospective reviews can be found in the following books [239, 240, 219]. Introductory
accounts in an informal lecture style are presented by M. E. Fisher in Refs. [217, ]

8.3 The decay of correlation functions

Consider a locally defined microscopic variable which we will denote ¢ (7). In a ferromagnet
this might well be the local magnetization, M (r), or spin vector, S(r), at point r in ordinary
d-dimensional (Euclidean) space; in a fluid it might be the deviation dp(r), of the fluctuating
density at r from the mean density. In QFT the local variables (r) are the basic quantum
fields which are “operator valued”. For a magnetic system, in which quantum mechanics was
important, M (r) and S(r) would, likewise, be operators. However, the distinction is of relatively
minor importance so that we may, for ease, suppose () is a simple classical variable. It will be
most interesting when 1 is closely related to the order parameter for the phase transition and
critical behavior of concern.

By means of a scattering experiment (using light, x rays, neutrons, electrons, etc.) one can
often observe the corresponding pair correlation function (or basic “two-point function”)

G(r) = (Y(0)9(r)), (8.6)

where the angular brackets (-) denote a statistical average over the thermal fluctuations that
characterize all equilibrium systems at nonzero temperature. (Also understood, when (r) is an
operator, are the corresponding quantum-mechanical expectation values).

Physically, G(r) is important since it provides a direct measure of the influence of the leading
microscopic fluctuations at the origin 0 on the behavior at a point distance r = |r| away. But,
almost by definition, in the vicinity of an appropriate critical point, for example the Curie point
of a ferromagnet when 1 = M or the gas-liquid critical point when ¥ = Jp, a strong “ordering”
influence or correlation spreads out over, essentially, macroscopic distances. As a consequence,
precisely at criticality one rather generally finds a power-law decay, namely,

G.(r) ~ D/r? 24" as r — oo, (8.7)

which is characterized by the critical exponent (or critical index) d — 2 + 7.

Now all the theories one first encounters, the so-called “classical” or Landau-Ginzburg or van
der Waals theories, etc., predict, quite unequivocally, that 1 vanishes. In QFT this corresponds
to the behavior of a free massless particle. Mathematically, the reason underlying this prediction
is that the basic functions entering the theory have (or are assumed to have) a smooth, analytic,
nonsingular character so that, following Newton, they may be freely differentiated and, thereby
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expanded in Taylor series with positive integral powers even at the critical point. In QFT the
classical exponent value d — 2 (implying = 0) can often be determined by naive dimensional
analysis or “power counting”: Then d — 2 is said to represent the “canonical dimension” while
7, if nonvanishing, represents the “dimensional anomaly”. Physically, the prediction n = 0
typically results from a neglect of fluctuations or, more precisely as Wilson emphasized, from
the assumption that only fluctuations on much smaller scales can play a significant role: In
such circumstances the fluctuations can be safely incorporated into effective (or renormalized)
parameters (masses, coupling constants, etc.) with no change in the basic character of the theory.

But a power-law dependence on distance implies a lack of a definite length scale and, hence, a
scale invariance. To illustrate this, let us rescale distances by a factor b so that » — r’ = br, and,
at the same time, rescale the order parameter ¢ by some “covariant” factor b* where w will be
a critical exponent characterizing 1. Then we have that if one has w = %(d — 2 +n), the factors
of b drop out and the form in Eq. (8.7) is recaptured. In other words G.(r) is scale invariant
(or covariant): Its variation reveals no characteristic lengths, large, small, or intermediate.

Since power laws imply scale invariance and the absence of well separated scales, the classical
theories should be suspect at (and near) criticality. Indeed, one finds that the “anomaly” h
does not normally vanish (at least for dimensions d less than 4, which is the only concern in a
physics of matter laboratory). In particular, from the work of Kaufman and Onsager [216] one
can show analytically that n = %1 for the d = 2 Ising model. Consequently, the analyticity and
Taylor expansions presupposed in the classical theories are not valid. Therein lies the challenge
to theory. Indeed, it proved hard even to envisage the nature of a theory that would lead to
1 # 0. The power of the renormalization group is that it provides a conceptual and, in many
cases, a computational framework within which anomalous values for 7 (and for other exponents
like w and its analogs for all local quantities such as the energy density £) arise naturally.

In applications to matter physics, it is clear that the power law in Eq. (8.7) can hold only for
distances relatively large compared to atomic lengths or lattice spacings which we will denote a.
In this sense the scale invariance of correlation functions is only asymptotic hence the symbol ~,
for “asymptotically equals”, and the proviso r — o« in Eq. (8.7). A more detailed description
would account for the effects of nonvanishing a, at least in leading order. By contrast, in QFT the
microscopic distance a represents an “ultraviolet” cutoff which, since it is in general unknown,
one normally wishes to remove from the theory. If this removal is not done with surgical care,
which is what the renormalization program in QFT is all about, the theory remains plagued with
infinite divergencies arising when a — 0, i.e., when the “cutoff is removed”. But in statistical
physics one always anticipates a short-distance cutoff that sets certain physical parameters such
as the value of T¢; infinite terms per se do not arise and certainly do not drive the theory as in
QFT.

One may, however, provide a more concrete illustration of scale dependence by referring again
to the power law Eq. (8.7). If the exponent 7 vanishes, or equivalently, if ¢ has its canonical
dimension, so that w = wean = %(d —2), one may regard the amplitude D as a fixed, measurable
parameter which will typically embody some real physical significance. Suppose, however, n does
not vanish but is nonetheless relatively small: Indeed, for many (d = 3)-dimensional systems, one
has n ~ 0.035 [242, , , ]. Then we can introduce a “renormalized” or “scale-dependent”
parameter

D(r)~ D/r" as 1 — o, (8.8)
and rewrite the original result simply as

Ge(r) = D(r)/r2. (8.9)
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Since 7 is small we see that f)(’r) varies slowly with the scale r on which it is measured. In
many cases in QFT the dimensions of the field ¢ (alias the order parameter) are subject only to
marginal perturbations (see below) which translate into a Inr dependence of the renormalized
parameter D(r); the variation with scale is then still weaker than when 7 # 0.

8.4 The challanges posed by critical phenomena

Physics is an experimental science. So let us briefly review a few experimental findings that
serves to focus attention on the principal theoretical challenges faced by, and rather fully met by
RG theory.

In 1869 Andrews reported to the Royal Society his observations of carbon dioxide sealed in a
(strong) glass tube at a mean overall density, p, close to 0.5 gm cm~3. At room temperatures the
fluid breaks into two phases: A liquid of density piiq(T") that coexists with a lighter vapor or gas
phase of density pgas(T') from which it is separated by a visible meniscus or interface; but when
the temperature, T', is raised and reaches a sharp critical temperature, T,, ~ 31.04 °C, the liquid
and gaseous phases become identical, assuming a common density pliq = pgas = P While the
meniscus disappears in a “mist” of “critical opalescence”. For all T' above T, there is a complete
“continuity of state”, i.e., no distinction whatsoever remains between liquid and gas (and there
is no meniscus). A plot of piiq(T) and pgas(T'), as illustrated somewhat schematically in Fig.
8.1(d), represents the so-called gas-liquid coexistence curve or binodal: The two halves, piiq > pc
and pgas < pc , meet smoothly at the critical point (T, p.), shown as a small circle in Fig. 8.1:
The dashed line below T, represents the diameter defined by p(T) = 3 [p1iq(T) + pgas(T)]-

The same phenomena occur in all elemental and simple molecular fluids and in fluid mix-
tures. The values of T, , however, vary widely: e.g., for helium-four one finds 5.20 K while
for mercury T, ~ 1764 K. The same is true for the critical densities and concentrations: These
are thus “nonuniversal parameters” directly reflecting the atomic and molecular properties, i.e.,
the physics on the scale of the cutoff a. Hence, in Fig. 8.1, pmax (Which may be taken as the
density of the corresponding crystal at low T') is of order 1/a3, while the scale of kpT, is set by
the basic microscopic potential energy of attraction denoted €. While of considerable chemical,
physical, and engineering interest, such parameters will be of marginal concern to us here. The
point, rather, is that the shapes of the coexistence curves, piiq(T) and pgas(T') versus T', become
asymptotically universal in character as the critical point is approached.

To be more explicit, note first an issue of symmetry. In QFT, symmetries of many sorts
play an important role: They may (or must) be built into the theory but can be “broken”
in the physically realized vacuum state(s) of the quantum field. In the physics of fluids the
opposite situation pertains. There is no real physical symmetry between coexisting liquid and
gas: They are just different states, one a relatively dense collection of atoms or molecules, the
other a relatively dilute collection, see Fig. 8.1(d). However, if one compares the two sides of
the coexistence curve, gas and liquid, by forming the ratio

R(T) = [pec = Pgas(T)]/[pc = pra(T)], (8.10)

one discovers an extraordinarily precise asymptotic symmetry. Explicitly, when T" approaches T
from below or, introducing a convenient notation,

t=(T-T.)/T,— 0", (8.11)

one finds R(T) — 1. This simply means that the physical fluid builds for itself an exact mirror
symmetry in density (and other properties) as the critical point is approached. And this is a
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Figure 8.1: Temperature variation of gas-liquid coexistence curves (temperature, T, versus den-
sity, p) and corresponding spontaneous magnetization plots (magnetization, M, versus T"). The
solid curves, (b) and (d), represent (semiquantitatively) observation and modern theory, while the
dotted curves (a) and (c) illustrate the corresponding “classical” predictions (mean-field theory
and van der Waals approximation). These latter plots are parabolic through the critical points
(small open circles) instead of obeying a power law with the universal exponent 8 ~ 0.325: See
Egs. (8.12) and (11). The energy scale €, and the maximal density and magnetization, pmax
and Mpax , are nonuniversal parameters particular to each physical system; they vary widely in
magnitude.
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universal feature for all fluids near criticality. (This symmetry is reflected in Fig. 8.1(d) by the
high, although not absolutely perfect, degree of asymptotic linearity of the coexistence-curve
diameter, p(T'), the dashed line described above).

More striking than the (asymptotic) symmetry of the coexistence curve is the universality of
its shape close to T, visible in Fig. 8.1(d) as a flattening of the graph relative to the parabolic
shape of the corresponding classical prediction, see plot (c¢) in Fig. 8.1, which is derived from
the famous van der Waals equation of state. Rather generally one can describe the shape of a
fluid coexistence curve in the critical region via the power law

1 —
Ap = Spua(T) = pgas(T)] ~ Bt as t—07, (812)

where B is a nonuniversal amplitude while the critical exponent 3 takes a universal value
B8 ~ 0.325, (8.13)

(in which the last figure is uncertain). To stress the point: § is a nontrivial number, not known
exactly, but it is the same for all fluid critical points! This contrasts starkly with the classical
prediction 3 = # [corresponding to a parabola: See Fig. 8.1(c)]. The value in Eq. (8.13) applies
to (d = 3)-dimensional systems. Classical theories make the same predictions for all d. On the
other hand, for d = 2, Onsager’s work [215] on the square-lattice Ising model leads to 8 = %. This
value has since been confirmed experimentally by Kim and Chan [243] for a “two-dimensional
fluid” of methane (CH,4) adsorbed on the flat, hexagonal-lattice surface of graphite crystals.

Not only does the value in Eq. (8.13) for 8 describe many types of fluid system, it also
applies to anisotropic magnetic materials, in particular to those of Ising-type with one “easy
axis”. For that case, in vanishing magnetic fields, H, below the Curie or critical temperature, T,
, a ferromagnet exhibits a spontaneous magnetization and one has M = +My(T'). The sign, +
or —, depends on whether one lets H approach zero from positive or negative values. Since, in
equilibrium, there is a full, natural physical symmetry under H — —H and M — —M (in contrast
to fluid systems) one clearly has M, = 0: Likewise, the asymptotic symmetry corresponding to
Eq. (8.10) is, in this case exact for all T: See Fig. 8.1, plots (a) and (b). Thus, as is evident
in Fig. 8.1, the global shape of a spontaneous magnetization curve does not closely resemble a
normal fluid coexistence curve. Nevertheless, in the asymptotic law

My(T) ~ BJt] as t—07, (8.14)

the exponent value in Eq. (8.13) still applies for d = 3: See Fig. 8.1(b); the corresponding
classical “mean-field theory” in plot (a), again predicts § = % For d = 2 the value 8 = % is once
more valid.

And, beyond fluids and anisotropic ferromagnets many other systems belong, more correctly
their critical behavior belongs, to the “Ising universality class”. Included are other magnetic
materials (antiferromagnets and ferrimagnets), binary metallic alloys (exhibiting order-disorder
transitions), certain types of ferroelectrics, and so on.

For each of these systems there is an appropriate order parameter and, via Eq. (8.7), one can
then define (and usually measure) the correlation decay exponent 1 which is likewise universal.
Indeed, essentially any measurable property of a physical system displays a universal critical
singularity. Of particular importance is the exponent o ~ 0.11 (Ising, d = 3) which describes
the divergence to infinity of the specific heat via

c(T) ~ A*/|t|* as t— 0%, (8.15)

(at constant volume for fluids or in zero field, H = 0, for ferromagnets, etc.). The amplitudes
At and A~ are again nonuniversal; but their dimensionless ratio, A*/A~, is universal, taking a
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value close to 0.52. When d = 2, as Onsager [214] found, AT/A~ =1 and [¢|” is replaced by
In [¢|. But classical theory merely predicts a jump in specific heat, Ac = ¢; — ¢ > 0 for all d.

Two other central quantities are a divergent isothermal compressibility x(T') (for a fluid) or
isothermal susceptibility, x(T")oc(0M /0H )z (for a ferromagnet) and, for all systems, a divergent
correlation length, £(T'), which measures the growth of the “range of influence” or of correlation
observed say, via the decay of the correlation function G(r;T), see Eq. (8.6) above, to its
long-distance limit. For these functions we write

x(T)~ CH/|t|" and &(t) ~ & /It)", (8.16)
as t — 0%, and find, for d = 3 Ising-type systems,
v~124 and v ~0.63, (8.17)

(while vy = 13 and v = 1 for d = 2).

As hinted, there are other universality classes known theoretically although relatively few are
found experimentally [244, |. Indeed, one of the early successes of RG theory was delineating
and sharpening our grasp of the various important universality classes. To a significant degree
one found that only the vectorial or tensorial character of the relevant order parameter (e.g.,
scalar, complex number alias two-component vector, threecomponent vector, etc.) plays a role
in determining the universality class. But the whys and the wherefores of this self-same issue
represent, as does the universality itself, a prime challenge to any theory of critical phenomena.

8.5 The critical exponents

It has been believed for a long time that the critical exponents were the same above and below the
critical temperature. It has now been shown that this is not necessarily true: When a continuous
symmetry is explicitly broken down to a discrete symmetry by irrelevant (in the renormalization
group sense) anisotropies, then the exponents v and +' are not identical [246]. Here we indicate
with a prime the critical exponents for ¢ < 0 (ordered phase) and without the prime the critical
exponent for ¢ > 0 (disordered phase).

8.5.1 The classical exponent values

The classical Landau theory (aka mean-field theory) values of the critical exponents for a scalar
field are given by (see chapter 5 of Goldenfeld book [210])
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They are valid for d > d,,. = 4, the upper critical dimension [234, , , , 241].
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The problem with mean-field theory is that the critical exponents do not depend on the space
dimension. This leads to a quantitative discrepancy in space dimensions 2 and 3, where the true
critical exponents differ from the mean-field values. It leads to a qualitative discrepancy in
space dimension 1, where a critical point in fact no longer exists, even though mean-field theory
still predicts there is one. The space dimension where mean-field theory becomes qualitatively
incorrect is called the lower critical dimension.

8.5.2 The Ising exponent values

We list in Table 8.1 the critical exponents of the ferromagnetic transition in the Ising model (see
also Goldenfeld book [210] p. 111).

Table 8.1: This table lists the critical exponents of the ferromagnetic transition in the Ising
model. In statistical physics, the Ising model describes a continuous phase transition with scalar
order parameter. The critical exponents of the transition are universal values and characterize
the singular properties of physical quantities. The ferromagnetic transition of the Ising model
establishes an important universality class, which contains a variety of phase transitions as
different as ferromagnetism close to the Curie point and critical opalescence of liquid near its
critical point.
d=2 d=3 d=14
0 0.11008(1)
1/8 0.326419(3) 1
7/4  1.237075(10)
15 4.78984(1)
1/4 0.036298(2)
1 0.629971(4) 1
2 0.82966(9)

E RIS 2 ™R

0
/2
1
3
0
/2
0

8.5.3 Exponent relations
Critical exponents obey the following exponent relations independently of the universality class

0+1

S Lt
2-n = Tod—0. (8.25)

These equations imply that there are only two independent exponents, e.g., v and 7. All this
follows from the theory of the RG.
The relations [249, , ) ) ]

v = 2-ny, (8.26)
a+28+y = 2 (8.27)

hold exactly for the d = 2 Ising models and are valid when d = 3 to within the experimental
accuracy or the numerical precision (of the theoretical estimates [236, , 219]). They are even
obeyed exactly by the classical exponent values (which, today, we understand as valid for d > 4).

The first relation (8.26) pertains just to the basic correlation function G(r;T) as defined
previously in Eq. (8.6). It follows from the assumption [249, ], supported in turn by an
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examination of the structure of Onsager’s matrix solution to the Ising model [214, 216] that in
the critical region all lengths (much larger than the lattice spacing a) scale like the correlation
length £(T'), introduced in Eq. (8.16). Formally one expresses this principle by writing, for ¢ — 0
and r — o0,

G(r;T) ~ %g (ﬁ) , (8.28)

where, for consistency with (8.7), the scaling function, G(x), satisfies the normalization condition
G(0) = 1. Integrating r over all space yields the compressibility /susceptibility x(7T') and, thence,
the relation v = (2 — n)v. This scaling law highlights the importance of the correlation length
¢ in the critical region, a feature later stressed and developed further, especially by Widom
[221, 222], Kadanoff [224, 232], and Wilson [226, 247]. It isworth remarking that in QFT the
inverse correlationlength £~!, is basically equivalent to the renormalized mass of the field 4:
Masslessness then equates with criticality since £~1 — 0.
The second relation (8.27) is proven in section 8.8.

8.6 The Gaussian model and the upper critical dimension

See chapters 6 and 7 of the book of Goldenfeld [210].

8.7 The task of RG

One would wish the RG theory to:

(1) explain the ubiquity of power laws at and near critical points (as opposed to the exponential
laws which governs, for example, the decay of correlation in Coulomb liquids [252, 253]);

(ii)  explain the values of the leading thermodynamic and correlation exponents, «, 3,7, 0,v,n,
and w;

(ifi) clarify why and how the classical values are in error, including the existence of borderline
dimensionalities, like d,. = 4, above which classical theories become valid;

(iv) find the correction-to-scaling exponent 0 (and, ideally, the higher-order correction expo-
nents);

(v)  give a method to compute crossover exponents, ¢, to check for the relevance or irrelevance
of a multitude of possible perturbations;

(vi) give understanding of universality with nontrivial exponents;

(vii) give a derivation of scaling;

(viii) allow to understand the breakdown of universality and scaling in certain circumstances;
(ix) handle effectively logarithmic and more exotic dependences on temperature.

We may start by supposing that one has a set of microscopic, fluctuating, mechanical vari-
ables: In QFT these would be the various quantum fields, ¥ (r), defined at all points in a Eu-
clidean (or Minkowski) space. In statistical physics the phase space variables PS = {RY, PV}
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of N particles of coordinates RN = {ri,...,rn} and momenta PV = {p;,...,px} in a volume
V.

In terms of the basic variables PS one can form various “local operators” (or “physical
quantities” or “observables”) like, for a real fluid, the pressure P, the energy density £, the
specific heat ¢, the isothermal compressibility x, etc. or, for the Ising model, the pressure P, the
spontaneous magnetization M, the energy density &, the specific heat c, the isothermal magnetic
susceptibility x, etc. For a mapping between the Ising model and a real fluid see Goldenfeld
book [210] section 2.12.

A physical system of interest is then specified by its Hamiltonian H[PS; L] which is usually
just a spatially uniform sum of local operators made up from the phase space operators and the
coupling constant L = {L}. The crucial function is the “reduced Hamiltonian”

H[PS; K| = —H[PS; L] /k5T, (8.29)

where kp is Boltzmann constant, T' the absolute temperature, and K = {T, L}, are the various
“thermodynamic fields” (or coupling constants in QFT). We may suppose that one or more
of the thermodynamic fields, in particular the temperature, can be controlled directly by the
experimenter; but others may be “given” since they will, for example, embody details of the
physical system that are “fixed by nature”.

An important feature of Wilson’s approach, however, is to regard any “physical Hamiltonian”
as merely specifying a subspace in a very large space of possible (reduced) Hamiltonians, #. This
change in perspective proves crucial to the proper formulation of a renormalization group: In
principle, it enters also in QFT although in practice, it is usually given little attention.

The partition function will be

Zn[H] = Try {eﬁ[”s]} , (8.30)

where the trace operator Try{-}, denotes a summation or integration over the possible values of
all the 2dN variables PS. Then the thermodynamics follow from the total free energy density,
which is given by

— . InZ N [H]
NVEs V) (8:31)
where N and V becomes infinite maintaining the ratio V/N = a¢ fixed: In QFT this corresponds
to an infinite system with an ultraviolet lattice cutoff.

To the degree that one can actually perform the trace operation in Eq. (8.30) for a particular
model system and take the “thermodynamic limit” in Eq. (8.31) one will obtain the precise
critical exponents, scaling functions, and so on. This was Onsager’s (1944) [214] route in solving
the d = 2, spin 1/2 Ising models in zero magnetic field. At first sight one then has no need
of RG theory. While one knows for sure that « = 0 (In), 8 = 1,7y =12,y = L,p = %,... for
the planar Ising models one does not know why the exponents have these values. Indeed, the
seemingly inevitable mathematical complexities of solving even such physically oversimplified
models exactly [254] serve to conceal almost all traces of general, underlying mechanisms and
principles that might “explain” the results. Also, should one ever achieve truly high precision in
simulating critical systems on a computer (a prospect which still seems some decades away [20])
the same problem would remain. Thus it comes to pass that even a rather crude and approximate
solution of a two-dimensional Ising model by a RG method can be truly instructive.
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8.8 The basis and formulation

At the heart of (real space ! ) RG theory there is the renormalization of the spatial scale
via * — 7’ = br which produces on the reduced Hamiltonian the following renormalization
transformation

H'[PS';K'] = RyH|PS, K], (8.32)

where we have elected to keep track of the spatial rescaling factor, b, as a subscript of the RG
operator R. Thus successive renormalizations with scaling factors b; and b, yield the quite general
relation Ry, Ry, = Re,p,, Which essentially defines a unitary semigroup of transformations. the
formal algebraic definition [255] of a unitary semigroup (or “monoid”) is a set M of elements,
u,v,w, T, ... with a binary operation, zy = w € M, which is associative, so v(wz) = (vw)z, and
has a unit u, obeying uz = zu = z (for all x € M). In RG theory, the unit transformation
corresponds simply to b = 1.

—(
It is more fruitful to iterate the transformation so obtaining a sequence, 'H( ), of renormalized
Hamiltonians, namely,

—( —(-1 —

7Y —rAH" Y =Ry (8.33)
Hille [256] and Riesz and Sz.-Nagy [257] describe semigroups within a continuum, functional
analysis context and discuss the existence of an infinitesimal generator when the flow parameter

l is defined for continuous values | > 0. One may regard

L = logy(|r'|/Ir), (8.34)

as measuring, logarithmically, the scale on which the system is being described; but note that,
in general, the form of the Hamiltonian is also changing as the “scale” is changed or [ increases.
Thus a partially renormalized Hamiltonian can be expected to take on a more-or-less generic,
mesoscopic form: Hence it represents an appropriate candidate to give meaning to a Landau-
Ginzburg or, now, LGW effective Hamiltonian.

It is also worth mentioning that by letting b — 1%, one can derive a differential or continuous
RG flow and rewrite the recursion relation (8.33) as

d—
S H =BH. (8.35)

In this form the RG semigroup can typically be extended to an Abelian group [255]. But as
already stressed this fact plays a negligible role. Such continuous flows are illustrated in Fig.
8.2. 2

The recursive application of an RG transformation R; induces a flow in the space of Hamil-
tonians, H. Then one observes that “sensible”, “reasonable”, or, better, “well-designed” RG
transformations are smooth, so that points in the original physical manifold, #(9), that are
close, say in temperature, remain so in (), i.e., under renormalization, and likewise as the flow
parameter [ increases, in H®.

Thanks to the smoothness of the RG transformation, if one knows the free energy f; = f[H "]
at the [-th stage of renormalization, then one knows the original free energy f[#] and its critical
behavior: Explicitly one has

F(K) = fIH) = 5 Y] = by (K D), (8.36)

1 As opposed to the momentum-shell RG [234].
2If it happens that 7 can be represented, in general only approximately, by a single coupling constant, say, g,
then B reduces to the so-called beta-function 3(g) of QFT.
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Furthermore, the smoothness implies that all the universal critical properties are preserved under
—(0 —
renormalization. Similarly one finds [227, , 241] that the critical point of ’H,( Y = H maps on

to that of ﬁ(l) = ﬁ/, and so on, as illustrated by the flow lines in Fig. 8.2. Thus it is instructive
to follow the critical trajectories in H, i.e., those RG flow lines that emanate from a physical
critical point. In principle, the topology of these trajectories could be enormously complicated
and even chaotic: In practice, however, for a well-designed or “apt” RG transformation, one most
frequently finds that the critical flows terminate, or, more accurately, come to an asymptotic halt,
at a fixed point H*, of the RG: See Fig. 8.2. Such a fixed point is defined simply by

RH =H o BH =0. (8.37)

One then searches for fixed-point solutions.

Why are the fixed points so important? Some, in fact, are not, being merely trivial, corre-
sponding to no interactions or to all spins frozen, etc. But the nontrivial fixed points represent
critical states; furthermore, the nature of their criticality, and of the free energy in their neigh-
borhood, must, as explained, be identical to that of all those distinct Hamiltonians whose critical
trajectories converge to the same fixed point. In other words, a particular fixed point defines
a universality class 2 of critical behavior which “governs” or “attracts” all those systems whose
critical points eventually map onto it: See Fig. 8.2.

Here, then we at last have the natural explanation of universality: Systems of quite differ-
ent physical character may, nevertheless, belong to the domain of attraction of the same fixed
point H" in H. The distinct sets of inflowing trajectories reflect their varying physical content
of associated irrelevant variables and the corresponding nonuniversal rates of approach to the
asymptotic power laws dicated by H*.

From each critical fixed point, there flow at least two “unstable” or outgoing trajectories.
These correspond to one or more relevant variables, specifically, for the case illustrated in Fig.
8.2, to the temperature or thermal field, t = (T — T.)/T., with T, the critical temperature, and
the magnetic or ordering field, h.If there are further relevant trajectories then one can expect
crossover to different critical behavior. In the space #, such trajectories will then typically lead
to distinct fixed points describing (in general) completely new universality classes. A skeptical
reader may ask: “But what if no fixed points are found?” This can well mean, as it has frequently
meant in the past, simply that the chosen RG transformation was poorly designed or “not apt”.

3This retrospective statement may, perhaps, warrant further comment. First, the terms “universal” and
“universality class” came into common usage only after 1974 when the concept of various types of RG fixed
point had been well recognized (see Fisher Ref. [244]). Kadanoff [232] deserves credit not only for introducing
and popularizing the terms but especially for emphasizing, refining, and extending the concepts. On the other
hand, Domb’s [218] review made clear that all (short-range) Ising models should have the same critical exponents
irrespective of lattice structure but depending strongly on dimensionality. The excluded-volume problem for
polymers was known to have closely related but distinct critical exponents from the Ising model, depending
similarly on dimensionality but not lattice structure [258]. And, as regards the Heisenberg model, which possesses
what we would now say is an (n = 3)-component vector or O(3) order parameter, there were strong hints that
the exponents were again different [259, ]. On the experimental front matters might, possibly be viewed as
less clear-cut: Indeed, for ferromagnets, nonclassical exponents were unambiguously revealed only in 1964 by
Kouvel and Fisher [261]. However, a striking experiment by Heller and Benedek [262] had already shown that

the order parameter of the antiferromagnet MnF3, namely, the sublattice magnetization Mg (T'), vanishes as [t|?
with 8 = 0.335. Furthermore, for fluids, the work of the Dutch school under Michels and the famous analysis
of coexistence curves by Guggenheim [263] allowed little doubt, see Rowlinson book [264], Chap. 3, especially,
pp- 91-95 that all reasonably simple atomic and molecular fluids displayed the same but nonclassical critical
exponents with 8 ~ %: And, also well before 1960, Widom and Rice [265] had analyzed the critical isotherms of
a number of simple fluids and concluded that the corresponding critical exponent § (see, e.g., Ref. [236]) took a
value around 4.2 in place of the van der Waals value § = 3. In addition, evidence was in hand showing that the
consolute point in binary fluid mixtures was similar (see Rowlinson book [264], pp. 165-166).
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critical 3 T T

HY= (' 1)

first
\ renormalized
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Figure 8.2: A depiction of the space of Hamiltonians H showing initial or physical manifolds,
K = {t,h} with t = (T — T,)/T. and T, the critical temperature, [labelled (a), (b), ...] and the
flows induced by repeated application of a discrete RG transformation R; with a spatial rescaling
factor b (or induced by a corresponding continuous or differential RG). Critical trajectories are
shown bold: They all terminate, in the region of H shown here, at a fixed point H". The full
space contains, in general, other nontrivial, critical fixed points, describing multicritical points
and distinct critical-point universality classes; in addition, trivial fixed points, including high-
temperature “sinks” with no outflowing or relevant trajectories, typically appear. Lines of fixed

points and other more complex structures may arise and, indeed, play a crucial role in certain
problems. [After Ref. [241]]
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On the other hand, a fixed point represents only the simplest kind of asymptotic flow behavior:
Other types of asymptotic low may well be identified and translated into physical terms.

But what about power laws and scaling?

The smoothness of a well-designed RG transformation means that it can always be expanded
locally, to at least some degree, in a Taylor series [227, , , , , , ]. It is worth
stressing that it is this very property that fails for free energies in a critical region: To regain
this ability, the large space of Hamiltonians is crucial. Near a fixed point satisfying Eq. (8.36)
we can, therefore, rather generally expect to be able to linearize by writing

Ry[H +9gQ] =H + gLy Q+o(g), (8.38)

as g — 0, or in differential form,
d —
a(%* +gQ) = gBQ + o(g). (8.39)

Now L, and B are linear operators (albeit acting in a large space H). As such we can seek
eigenvalues and corresponding “eigenoperators”, say Q. (which will be “partial Hamiltonians”).
Thus, we may write

LyQr = Ar(b)Qr or BQy = A Oy, (8.40)

where, in fact, (by the semigroup property) the eigenvalues must be related by A (b) = b**. As
in any such linear problem, knowing the spectrum of eigenvalues and eigenoperators or, at least,
its dominant parts, tells one much of what one needs to know. Reasonably, the Q should form
a basis for a general expansion

H=H + ) Qs (8.41)

k=1

Physically, the expansion coefficient g (= g,(co)) then represents the thermodynamic field (re-
duced, as always, by the factor 1/kpT') conjugate to the “critical operator” Qj which, in turn,
will often be close to some combination of local operators. Indeed, in a characteristic critical-
point problem one finds two relevant operators, say Q1 and Qg with A;, Ao > 0. Invariably, one
of these operators can, say by its symmetry, be identified with the local energy density, Q; = &,
so that g; = ¢ is the thermal field; the second then characterizes the order parameter, Qs ~ ¥
with field go =~ h. Under renormalization each g varies simply as g,(cl) ~ bEl g,io).

Finally, one examines the flow equation (8.36) for the free energy. The essential point is that
the degree of renormalization, b', can be chosen as large as one wishes. When ¢ — 0, i.e., in the
critical region which it is our aim to understand, a good choice proves to be b* = 1/|t|'/*1, which
clearly diverges at c0. One then finds that Eq. (8.36) leads to the following basic scaling relation

o h g;
Fotohy.gjy..) ~ [t ]’(Wﬂ—;> (8.42)

where f, is the “singular part” of the free energy found by subtracting from the free energy all
the analytic terms. « is the specific heat exponent introduced while the exponent, A, which
determines how h scales with ¢, is given by

A =B+, (8.43)

Widom observed, incidentally, that the classical theories themselves obey scaling: One then has
a=0A= 1%, ¢ = —%. The exponent, ¢, did not appear in the original critical-point scaling
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formulations [221, , , 238]; neither did the argument g/|t|? appear in the
scaling function F. It is really only with the appreciation of RG theory that we know that
such a dependence should in general be present and, indeed, that a full spectrum {¢;} of such
higher-order exponents with ¢ = ¢; > ¢ > ¢3 > ... must normally appear [227, .

Eq. (8.42) is the essential result. Recall, for example, that: (i) it very generally implies
the thermodynamic exponent relation Eq. (8.27) connecting «, 3, and v (since the derivative of
the free energy with respect to h is proportional to minus the magnetization); and (ii) since all
leading exponents are determined entirely by the two exponents o and A (= 8 + «), it predicts
similar exponent relations for any other exponents one might define, such as § specified on the
critical isotherm by H ~ M?®. Beyond that, (iii) if one fixes P (or g) and similar parameters
and observes the free energy or, in practice, the equation of state, the data one collects amount
to describing a function, say M (T, H), of two variables. Typically this would be displayed as
sets of isotherms: i.e., many plots of M vs. H at various closely spaced, fixed values of T" near
T. . But according to the scaling law Eq. (8.42) if one plots the scaled variables f/|t|>~“ or
M/|t|® vs. the scaled field h/|t|*, for appropriately chosen exponents and critical temperature

T., one should find that all these data “collapse” (in Stanley’s [238] picturesque terminology)
onto a single curve, which then just represents the scaling function x = F(y) itself. This collapse
is some times also called law of corresponding states (see for instance section 4.1 in Ref. [81]).

Now, however, the critical exponents can be expressed directly in terms of the RG eigenex-
ponents A (for the fixed point in question). Specifically one finds
d A Aj 1
2—a:)\—1, A:)\_j’ ¢j:)\—J1, v=—. (8.44)
Then, the sign of a given ¢; and, hence, of the corresponding \; determines the relevance (for
Aj > 0), marginality (for A\; = 0), or irrelevance (for A\; < 0) of the corresponding critical operator
Q, (or “perturbation”) and of its conjugate field g;: This field might, but for most values of j
will not, be under direct experimental control. The first and last of the equations (8.44) yield
the hyperscaling relation: dv = 2 — o which explicitly involve the spatial dimensionality [248].
This relation holds exactly for the d = 2 Ising model and also for all other exactly soluble models
when d < 4 [241, 254]. 4
When a coupling constant g is irrelevant then z = g/|t|/* — 0 on approaching the critical
point. Consequently, F(y,z) can be replaced simply by F(y,0) which is a function of just a
single variable. Furthermore, asymptotically when T" — T, we get the same function whatever
the actual value of g. Clearly this is an example of universality. ® Then one can, fairly generally,
hope to expand the scaling function F(y, z) in powers of z and thereby obtain the so called
“correction-to-scaling” exponent 0, which is also universal (for d = 3 Ising-type systems one
finds 6 ~ 0.54 [267]).

4Unlike the previous exponent relations (all being independent of d) hyperscaling fails for the classical theories
unless d = 4. And since one knows (rigorously for certain models) that the classical exponent values are valid for
d > 4, it follows that hyperscaling cannot be generally valid. Thus something is certainly missing from Kadanoff’s
picture. Now, thanks to RG insights, we know that the breakdown of hyperscaling is to be understood via the
second argument in the “fuller” scaling form Eq. (8.42): when d exceeds the appropriate borderline dimension,
duc, a “dangerous irrelevant variable” appears and must be allowed for (see Fisher in Ref. [266] p. 66 where
a “dangerous irrelevant variable” is characterized as a “hidden relevant variable” and Ref. [241], appendix D).
In essence one finds that the scaling function limit F(y,z — 0, ...), previously accepted without question, is no
longer well defined but, rather, diverges as a power of z: asymptotic scaling survives but d* = (2 — a)/v sticks at
the value 4 for d > dyc = 4.

5Note that T, for example, will usually be a function of any irrelevant parameter such as gj. This comes
about because, in a full scaling formulation, the variables ¢, h, and {g;} appearing in Eq. (8.42) must be replaced
by nonlinear scaling fields (¢, h, {g;}), h(t, h,{g;}), and g;(¢, h,{g;}) which are smooth functions of ¢, h, and g;
[229, , s ]. By the same token it is usually advantageous to introduce a prefactor Ag in Eq. (8.42) and
“metrical factors” F; in the arguments of F (see, e.g., Ref. [241].
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When a coupling constant g is relevant then when ¢ — 0 the scaled variable g/|t|? grows larger
and larger. Two possibilities then arise: Either the critical point may be destroyed altogether.
This is, in fact, the effect of the magnetic field, which must itself be regarded as a relevant
perturbation since ¢ = A = § 4+ v > 0. Alternatively, when z grows, the true, asymptotic
critical behavior may crossover [244, ] to a new, quite distinct universality class with different
exponents and a new asymptotic scaling function, say, Fo.(y). ¢

When a coupling constant g is marginal then when ¢ — 0 this may lead to logarithmic
modifications of the classical critical power laws (by factors diverging as In |¢| to various powers).
The predicted logarithmic behavior has, in fact, been verified experimentally by Ahlers et al.
[268]. In other cases, especially for d = 2, marginal variables lead to continuously variable
exponents such as a(g), and to quite different thermal variation, like exp(A/|t|V); such results
have been checked both in exactly solved statistical mechanical models and in physical systems
such as superfluid helium films [269, 231].

Because of the multifaceted character of matter physics these are rather different and more
diverse than those aspects of RG theory of significance for QFT. When there are no marginal
variables and the leas negative ¢; is larger than unity in magnitude, a simple scaling description
will usually work well and the Kadanoff picture almost applies. When there are no relevant
variables and only one or a few marginal variables, field-theoretic perturbative techniques of
the Gell-Mann-Low [270], Callan-Symanzik [271, , , ] or so-called “parquet diagram”
varieties [275] may well suffice (assuming the dominating fixed point is sufficiently simple to be
well understood). There may then be little incentive for specifically invoking general RG theory.
This seems, more or less, to be the current situation in QFT and it applies also in certain physics
of matter problems.

Within RG theory the general mechanism of universality is as follows: In a very large (gen-
erally infinitely large) space of Hamiltonians #, parametrized by t, h, and all the g, , there is a
controlling critical point (a fixed point) about which each variable enters with a characteristic
exponent. All systems with Hamiltonians differing only through the values of the g; (within suit-
able bounds) will exhibit the same critical behavior determined by the same free-energy scaling
function F, dropping the irrelevant arguments. Different universality classes will be associated
with different controlling critical points in the space of Hamiltonians with, once one recognizes
the concept of RG flows, different “domains of attraction” under the flow. Indeed, the expecta-
tion of a general form of scaling is frequently the most important consequence of RG theory for
the practicing experimentalist or theorist.

SFormally, one might write Foo (y) = F(y, 2 — 2zo) where 2o is a critical value which could be c0; but a more
subtle relationship is generally required since the exponent « in the prefactor in Eq. (8.42) changes
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[101] (dashed line). Correlation energy E.(T) = e.(T") (on the right) of the 3D
Jellium at several temperatures and densities for the unpolarized (top) and fully
spin-polarized (bottom) states. Exact (signful) calculations (squares) confirm the
fixed-node results where possible (6 = 8.0 for £ = 0 and © = 4.0,8.0 for £ = 1).
(Figure reproduced here by courtesy of the authors of Ref. [102]) . . ... .. ..

Correlation energy E.(T) = e.(T') of the Jellium at rs = 4.0 for the unpolarized
& = 0 state from the RPIMC calculations (RPIMC) and several previous param-
eterizations as a function of ©. The latter include Debye-Hiickel (DH), Hansen
(H), Hansen+Wigner-Kirkwood (H+WK), Random Phase Approximation (RPA),
Tanaka and Ichimaru (TI), and Perrot and Dharma-wardana (PDW). Also in-
cluded is the ground state © = 0.0 result for comparison. (Figure reproduced here
by courtesy of the authors of Ref. [150]) . . .. ... ... ... ..........

Temperature-density phase diagram showing the points considered in Ref. [102].
Several values of the Coulomb coupling parameter I" (dashed lines) and the electron
degeneracy parameter © (dotted lines) are also shown. (Figure reproduced here
by courtesy of the authors of Ref. [102]) . . . . ... ... .. ... .. .....

The exponent I' = dIn P/dInn for the adiabatic full relativistic equation of state

as a function of density. We chose a temperature T' = 20000K and zero entropy,
g = 2, and m is the mass of an electron. nisinecm=3. . ... ...........
Temperature dependence of the Chandrasekar limit at y. = 2. We recall that

— eBu
z = ePH.
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7.3 The radial distribution function for ideal electrons (£ = —1,g = 2) in the rel-
ativistic and the non relativistic cases. Here we chose T' = 20000K and n =
1.04 x 10%?2cm 2 in the non relativistic case and n = 5.93 x 10%4cm~3 in the
relativistic case. r is in Angstroms. . . . . . . ... ..o . 190

8.1 Temperature variation of gas-liquid coexistence curves (temperature, T, versus
density, p) and corresponding spontaneous magnetization plots (magnetization,
M, versus T'). The solid curves, (b) and (d), represent (semiquantitatively) ob-
servation and modern theory, while the dotted curves (a) and (c) illustrate the
corresponding “classical” predictions (mean-field theory and van der Waals ap-
proximation). These latter plots are parabolic through the critical points (small
open circles) instead of obeying a power law with the universal exponent 8 ~ 0.325:
See Egs. (8.12) and (11). The energy scale €, and the maximal density and magne-
tization, pmax and My,.x , are nonuniversal parameters particular to each physical
system; they vary widely in magnitude. . . . .. .. ... .. ... oL 202

8.2 A depiction of the space of Hamiltonians H showing initial or physical manifolds,
K = {t,h} with t = (T'—T,)/T. and T, the critical temperature, [labelled (a), (b),
...] and the flows induced by repeated application of a discrete RG transformation
R, with a spatial rescaling factor b (or induced by a corresponding continuous or
differential RG). Critical trajectories are shown bold: They all terminate, in the
region of H shown here, at a fixed point H". The full space contains, in general,
other nontrivial, critical fixed points, describing multicritical points and distinct
critical-point universality classes; in addition, trivial fixed points, including high-
temperature “sinks” with no outflowing or relevant trajectories, typically appear.
Lines of fixed points and other more complex structures may arise and, indeed,
play a crucial role in certain problems. [After Ref. [241]] . . . . ... .. .. ... 210
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