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We briefly review the conservation laws in physics.
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I. INTRODUCTION

A reference frame is defined by a set of operative rules to measure physical quantities.

The same physical phenomenon can be observed from two different reference frames. In order for the two reference
frames to be defined, the transformation between the quantities measured in the two frames must be known.

In a given reference frame a phenomenon obeys certain physical laws. A physical law is a relationship which poses
conditions on the quantities measured at a given instant.

The frames are said to be equivalent respect to a class of phenomena if:

a) Any physical situation realizable in one can also be realizable in the other.
b) The time evolution laws are the same in the two frames.

The equivalence between frames produced by the invariance is an equivalence relationship in the mathematical
sense: Given R, R, R"” three frames; R is equivalent to R, if R is equivalent to R’ then R’ is equivalent to R; if R is
equivalent to R’ and R’ is equivalent to R” then R is equivalent to R".

The transformation laws between quantities in equivalent frames form a group:

a) The identity transformation exists: The one between any frame and itself.

b) Given any transformation, an inverse transformation exists which is itself an equivalence relationship respect to
the class of phenomena in exam.

¢) The product of two equivalence relationships, defined as the application in succession and ordered of two
transformations, is still an equivalence relationship.

The equivalence of a class of frames relative to a set of phenomena is called invariance of such phenomena relative
to the group of transformations between the frames.

Intermezzo

We will skip Statistical Physics and work in real time except in the very last subsection [VI[ B}



Units

We will always use relativistic units with & = 1,¢ = 1. In these units, we have for the elementary charge e? /47 =
1/137.

Fourier transform

The tridimensional Fourier transform is
£v) = [ fla)e 7 dg. (L.1)

flg) = /f(p)e"‘“’(;&,, (1.2)

and analogously for the four-dimensional case.

Operators

We will not introduce a different symbol for the operators on the Hilbert space and their eigenvalues. The reader
should understand the difference from the context of the various equations introduced.

II. IN CLASSICAL PHYSICS

Consider a classical system of N particles of mass m; in d dimensions wit positions q; = (¢}, q2,...,q?) with
i=1,2,...,N. We will then have a total of s = dN degrees of freedom. Call ¢, = dq,(t)/dt the velocities of the
N particles where q; = g,(t) are the N trajectories of the particles. The equation of motion of each particle can be
obtained from a variational principle of least action from the following action functional

Sla:}. (@} = / Z({a;} (i} dt, (2.1)

where .Z is known as the Lagrangian function. In order to find agreement between the result of the least action
principle 4S5 = 0 and Newton equations of motion we need to choose

Z = ;§miqf ~U({q.},) =TT, (2.2)

where U is the potential energy of the system of particles. Where we assumed that the variations g, — g, + dq, are
such that é¢q,(T) = dq;(0) = 0. Euler-Lagrange equations of motion that results from the stationary action principle
are then

10L 0%

A. Classical mechanics [I]

Newton equations of motion are s coupled second order partial differential equations which admit a unique solution
only after assigning 2s — 1 constants that completely determine the initial conditions for {q;(to)} and {q,(to)} for a
fixed ty. These constants are known as integrals of motion.

The integrals of motion are usually not amenable of a physical interpretation but only of a mathematical one. In
order to make some progress in the physical vision we will see that it is possible to find some physically relevant
conserved quantities that reflect the homogeneity of time and space and the isotropy of space. We will then discuss
these 3 important conserved quantities next.



Homogeneity of time

Let us consider te conservation law resulting from the homogeneity of time. This holds only for a closed E| system for
which the Lagrangian does not depend explicitly on time ¥ = 2 ({q,},{q;}). The total derivative of the Lagrangian
can therefore be written

¥ 0L 0L
. == .. = .§.. 2.4
7 Zi:aqi qﬁ;aqi d; (2.4)
Using the equation of motion (2.3]) we find
d do¥ 0% d (0%
az L9 4 L e = Bl I 9
it~ 2edog, 1T 2 9g, Y 2@ (aqi > (2:5)
Hence we see that the quantity
0L
— = g — 2.
H Z o, i~ (2.6)

remains constant during the motion of the closed system. This particular integral of motion is called the energy of
the system. Mechanical systems whose energy is conserved are sometimes called conservative.

Since the energy depends linearly on the Lagrangian and the Lagrangian of a non interacting system, i.e. U = 0,
is additive the same additivity property will be shared with the energy.

Since T' in the Lagrangian is a quadratic function of the velocoties, using Euler theorem on homogeneous
functions we have

Z 0L Z oT
— 0q, e — 0q; =2 27
and

H =T+, (2.8)

where T is the kinetic energy.

Homogeneity of space

A second conservation law follows from the homogeneity of apace. By virtue of this homogeneity, the mechanical
properties of a closed system are unchanged by any parallel displacement of the entire system in place.

A parallel displacement is a transformation in which every particle in the system is moved by the same amount e.
Since the mechanical properties of the system are unaltered by the parallel displacement, the change in .Z resulting
from an infinitesimal change in the coordinates, the velocities of the particles remaining fixed, must vanish

0:53:2%.6. (2.9)

K2

Since € is arbitrary it must be

Z% =0. (2.10)
=Y ——=0 (2.11)

1 Note that we here just require that U does not depend explicitly on time, so we accept a system subject to a constant external field.



Thus we conclude that, in a closed mechanical system, the vector

P = = (2.12)

i

remains constant during the motion. It is called the momentum of the system. The additivity of the momentum is

evident. Moreover, unlike the energy, the momentum of the system is equal to the sum of its values p, = m;q, for
individual particles, whether or not the interaction between them can be neglected ﬂ

Eq. (2.10) can be rewritten as
> Fi=0 (2.13)

where F; = 0.2 /0q, = —0U/0q, is the force acting on particle i. In particular, for a system of only two particles
Fq+ F5 =0, i.e. the force exerted by the first particle on the second is equal in magnitude and opposite in direction
to that exerted by the second particle on the first. This equality of action and reaction is Newton third law.

We can always choose an inertial reference frame, i.e. a reference frame moving with constant velocity V, were the
momentum P is zero. This is the center of mass reference frame such that

1% :P/Zmi7 (2.14)

where
Q=S mia,/S mi, (2.15)

is the center of mass point.

Isotropy of space

Let us now derive the conservation law which follows from the isotropy of space. This isotropy means that the
mechanical properties of a closed system do not vary when it is rotated as a whole in any manner in space. Let
us therefore consider an infinitesimal rotation of the system, and obtain the condition for the Lagrangian to remain
unchanged.

We shall use the vector d¢ of the infinitesimal rotation, whose magnitude is the angle of rotation d¢, and whose
direction is that of the axis of rotation (the direction of rotation being that of a right-handed screw driven along d¢).

3¢

FIG. 1. Pictorial view of the angular velocity d¢/ot.

Let us find, first of all, the resulting increment in the radius vector from an origin on the axis to any particle in
the system undergoing rotation. The linear displacement of the end of the radius vector is related to the angle by

2 Note that some components of the momentum vector 7P may be conserved even in the presence of an external field if U does not depend
explicitly on all the Cartesian coordinates. The mechanical properties of the system are evidently unchanged by a displacement along
the axis of a coordinate which does not appear in the potential, and so the corresponding component of the momentum is conserved.



|0g| = rsin 85 as shown in Fig. (I} The direction of dq is perpendicular to the plane of g and d¢p.Hence g = d¢p X q.
When the system is rotated, not only the radius vectors but also the velocities of the particles change direction, and
all vectors are transformed in the same manner. The velocity increment relative to a fixed system of coordinates is
0q = 0¢ x q. If these expressions are substituted in the condition that the Lagrangian is unchanged by the rotation

0% 0% .
O5$Z(aq'5qi+aq'5%>

K2 (2

:Z(pi'5¢XQi+Pi'5¢XQi)

=3¢ (q; X b+ @; X p;)

d
=d¢- %Zi:qi X ;. (2.16)
Since d¢ is arbitrary, it follows that (d/dt) }", q; x p; = 0, and we conclude that the vector

M=>"q;xp, (2.17)

called the angular momentum of the system, is conserved in the motion of a closed systemEl Like the linear momentum
P it is additive, whether or not U = 0.

We immediately see that the angular momentum depends on the choice of origin except when the system is at rest
as a whole, i.e. P = 0. It is also easy to see that

M=M +QxP, (2.18)

where M’ is the angular momentum measured in the center of mass reference frame, i.e. the intrinsic angular
momentum.

B. Fluid mechanics [2]

Fluid dynamics concerns itself with the study of the motion of fluids (liquids and gases). Since the phenomena
considered in fluid dynamics are macroscopic, a fluid is regarded as a continuous medium. Therefore when we speak
of the “point” of a fluid (or of an infinitesimal volume of it) we mean not a single molecule of the fluid but a volume
element still containing very many molecules but yet small compared with the volume of the whole fluid.

A mathematical description of the state of a moving fluid consists in specifying the fluid velocity v = v(¢,x) and
any two thermodynamic functions pertaining to the fluid, for instance the pressure p = p(t,,t) and the density
p = p(t, @), from which one can determine all other thermodynamic quantities. These 5 quantities are functions of
the coordinates = (x,y, z) and of time ¢. Once again we stress that a point 7 in space at a given time ¢ refers to a
fixed point and not to specific particles of the fluid.

The conservation laws will allow us to determine some fundamental equations of fluid dynamics

Conservation of matter

We consider some volume € of space. The mass of fluid in this volume is fQ pd3x. The total mass of fluid flowing
out of the volume in unit time is faﬂ pv-d?S with d?S a vector whose magnitude represents the area of an infinitesimal
element of the surface 99 bounding Q) (its frontier), whose direction points along the outward normal to such element.
Clearly the decrease, per unit time, in the mass of the fluid in the volume Q can be written as —(9/0t) [, pd3x. So
we must have

g/ pd3x:—j§ pv - d*S = —/ V(pv)diz, (2.19)
ot Ja o9 Q

3 The law of conservation may hold in a more restricted form even for a system in an external field. Tt is evident from the above derivation
that the component of angular momentum along an axis about which the field is symmetrical is always conserve, for the mechanical
properties of the system are unaltered by any rotation about that axis. Here, of course, the angular momentum must be defined relative
to an origin lying on the axis.



where in the last equality we used Gauss theorem. Since this equation must hold for any €2, it must be

op B
En + V(pv)=0. (2.20)

This is known as the equation of continuity. The vector 7 = pv is called the mass flux density.

Euler equation

Let us consider some volume 2 in the fluid. The total force acting on this volume is equal to — fag pd?S. Trans-
forming it to a volume integral — fa@ pd*S = — fﬂ Vpd?x we see that the fluid surrounding any volume d®x exerts
on that element a force —d>xVp.

We can then write down the equation of motion of a volume element of the fluid by equating the force —Vp to the
product of the mass per unit volume, p, and the acceleration, dv/dt

dv
=~ _wp. 2.21
P Vp (2.21)

Making the total time derivative explicit E| and dividing by p

1
% +(v-V)v= —;Vp. (2.22)
This is known as Euler equation and was first obtained by L. Euler in 1755. In deriving this equation we have taken
no account of processes of energy dissipation, which may occur in a moving fluid in consequence of internal friction
(viscosity) in the fluid and heat exchange between different parts of it. Such fluids are said to be ideal.

The absence of heat exchange between different parts of the fluid (and also, of course, between the fluid and
bodies adjoining it) means that the motion is adiabatic throughout the fluid. Thus the motion of an ideal fluid must
necessarily be supposed adiabatic.

In adiabatic motion the entropy per unit mass s = s(¢, ) remains constant, ds/dt = 0. Or, making the total time
derivative explicit

0s
a5 +(v-V)s=0. (2.23)

Using the continuity equation (2.20) we can rewrite this equation as

Ops + V(psv) =0, (2.24)
ot
where the product psv is the entropy flux density.
If the entropy is constant throughout the volume of the system at some initial instant, it will remain constant at
all later times, i.e. s =constant. In this case the motion is said isentropic.
From the thermodynamic relation dw = T'ds + (1/p)dp, where w is the enthalpy per unit mass, follows that if s is
constant then dw = (1/p)dp and so (Vp)/p = Vw. Then Euler equation can be rewritten as

dv  Ov
E = E + (V . V)V =—-Vuw, (225)
or [l
ov B 1 4

4 The total derivative d/dt in this context is also called substantial derivative to emphasize its connection with the moving substance.

5 Here we used the formula %sz = v X (V xv)+(v-V)v which follows from the definition of the cross product (A x B); = €;;,A; By,
where a sum is subtended on repeated indexes, and from the properties of the contraction of two Levi-Civita tensors €;;x€im =
0j10km — 0jmOk; where § is the Kronecker delta.



Bernoulli equation

Fluid dynamics is simplified in the case of steady flow, i.e. one in which the velocity is constant in time at any
point occupied by the fluid. In other words dv/dt = 0.

A streamline is a line such that its tangent at any point gives the direction of the velocity at that point of the fluid.
It is determined by the following system of differential equations

de _dy _ dz

Vg Vy v,

; (2.27)

so that for example dy/dx = vy, /v,. In steady flow the streamline does not vary with time, and coincides with the
path of a fluid point in space. In non-steady flow this coincidence no longer occurs: the tangent to the streamline
gives the direction of the velocity of a fluid point at a point in space at that instant, whereas the tangent to the path
gives the direction of the velocity of a fluid point at various times.

Taking the scalar product of Eq. with the unit vector £ tangent to the streamline at each point we find

0 (1,

— | = =0. 2.2

50 <2v +w> 0 (2.28)
since £ < v. We then conclude that

1
51)2 + w = constant along a streamline. (2.29)

This is called Bernoulli equation and was derived for an incompressible fluid (see below) in 1738 by D. Bernoulli. In
this equation the constant takes different values for different streamlines, in general.

Conservation of circulation

The integral

C = j{v -de, (2.30)

taken along some closed contour, is called the velocity circulation round the contour.

Let us consider a closed contour drawn in the fluid at some instant. We suppose it to be a “fluid contour”, i.e.
composed of points that lie on the fluid. In the course of time these points move about, and the contour moves with
them. Let us investigate what happens to the velocity circulation. In other words, let us calculate the time derivative
of C'

dc d

= d—v (5w+]{v dé—w

) dt dt
dv

= E.gw

_ }{(VW i r— (2.31)

where in the first equality we replaced d€ with dx, in the third equality we used the fact that v - déx/dt = v - dv =
§(v?/2), and in the fourth equality we used Euler equation for an ideal fluid ﬂ We have thus reached the
conclusion that, in an ideal fluid, the velocity circulation round a closed “fluid” contour is constant in time. This is
the law of conservation of circulation also known as Kelvin theorem (1869).

By Stokes theorem

]{ v-dl= / V x v -d*S = constant, (2.32)
€ 7

where . is any surface of the fluid with € as its frontier, i.e. the loop € = 9. The vector V x v is often called
the vorticity of the fluid flow at a given point. For an infinitesimal loop %, fy V xv-d*S ~ 8-V x v =constant,
which may be pictorially interpreted as the fact that the vorticity moves with the fluid.

6 Here we assume also that the ideal fluid is isentropic. More generally it is just necessary that a one-to-one relation between p and p
exists, then —(1/p)Vp in Eq. (2.22) can be written as a gradient of some function.



FEzxzample in atomospherical science

Extract from the course 302 “Atmospherical Science” by Walter Robinson held at Urbana/Champaign during Fall
1992 [10].

In 2007 the Nobel Peace Prize was awarded to the Intergovernmental Panel on Climate Change (IPCC) and former
US Vice President Al Gore Jr., the Norwegian Nobel Committee called special attention to their efforts to obtain
and disseminate greater knowledge concerning man-made climate changes and the steps that need to be taken to
counteract those changes. According to the IPCC, there is a real danger that the climate changes may also increase
the danger of war and conflict, because they will place already scarce natural resources, not least drinking water,
under greater pressure and put large population groups to flight from drought, flooding, and other extreme weather
conditions [I1].

In dynamic meteorology one applies the fundamental principles of physics to understand and predict the motion
of the atmosphere. Focusing on the motions of the atmosphere, this subject does not address the interactions of
electromagnetic radiation or the chemistry with the atmosphere or the microscopic processes involved in the formation
of precipitation [12].

Consider a velocity profile w of the atmosphere. Its circulation is defined as in Eq. .

To study the dynamics of smoke rings we may use the momentum equation in an inertial frame and neglect friction
(assuming a negligible viscosity)

du VP
o gy — —— 2.33
T et (2.33)
where g is the gravity constant, p is the density of the air, and p is the atmospheric pressure. We then find
dcC Vp dp
— == —-dl=— ¢ —. 2.34
dt 7{ p p (2.34)

In an ideal incompressible fluid p is constant and we find that dC/dt = 0, i.e. C' is a constant. This is also known as
Kelvin circulation theorem that holds more generally for an ideal fluid with p = p(p) or p = p(p) (see Footnote [6]).

@

<
<

FIG. 2. Vertical section cutting a smoke ring along its diameter and the velocity profile of the air. The smoke is in the wavy
regions.

In Fig. [2] we show a vertical section cutting a smoke ring along its diameter and the velocity profile of the air.
From the close up of Fig. [3] we can say that C' = 27xru with r the internal radius of the smoke torus and @ the air
velocity at the torus surface. Since C'is constant as the smoke ring evolves in time its final fate is to disappear with
R — oo, the ring radius, and r — 0, the torus internal radius. So that we conclude that the speed of the air at the
torus surface must

@ — 0. (2.35)

Incompressible fluids

Many times the flow of liquids can be regarded as occurring at constant density, i.e. p =constant. In other words,
there is no noticeable expansion or compression of the fluid in such cases. We then speak of incompressible flow.
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FIG. 3. Close up of the vertical section cutting a smoke ring along its diameter. R is the outer radius of the smoke ring torus
and r its inner radius. The velocity u at the torus surface has magnitude 4.

C. Elasticity [3]: mechanics of liquid crystals [4]

Liquid crystals are, macroscopically, anisotropic fluids. Their study requires a coalition between fluid mechanics
and elasticity theory.

Nematics

The nematic liquid crystals or nematics are substances which in the undeformed state are both macroscopically
and microscopically homogeneous. The anisotrpy of the medium is due only to th anisotropic spatial orientation of
the molecules. The great majority of known nematics belong to the simplest type, in which the anisotropy is fully
defined by specifying at each point in the medium a unit vector n along the particular direction. m is called the
director. The quantities n and —n are physically equivalent, and so only a particular axis is distinguished, the two
opposite directions along it being equivalent. The properties of these nematics in each volume element are invariant
under space inversion (a change in sign of all coordinates).

The state of the nematics is thus described by specifying at each point, together with the usual quantities for a
liquid (density p, pressure p, and velocity v), the director . All these appear as unknown functions of coordinates
and time.

In equilibrium, a nematic at rest under no external forces is homogeneous, with n constant throughout its volume.
In a deformed nematic, the direction of n varies slowly in space, i.e. the characteristic dimensions of te deformation
are much greater than molecular dimensions, so that the derivatives dn;/dz, < 1

Cholesterics

Cholesteric liquid crystals or cholesterics differ from nematics in that there is no center of inversion among their
symmetry elements. The directions n and —n of the director remain equivalent.

Smectics

According to the accepted therminology, smectic liquid crystals or smectics comprise anisotropic liquids wit various
layer structures. At least some of these have a microscopic molecular density function that depends on only one
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coordinate (z, sya) and is periodic in that coordinate p = p(z). A body with denisty function p(z) may be considered
as consisting of equidistant plane layers with free relative movement. In each layer, the molecular centers of mass are
arranged randomly, and in this sense each of the two-dimensional liquid, but the liquid layers may be either isotropic
or not. This difference may be due to the nature of the ordered orientation of molecules in the layers. In the simplest
case, the anisotropy of the orientation distribution is specified only by the direction of n, say the direction of the
longest axis of the molecule. If this direction is at right angle to the plane of the layers, then the latter are isotropic,
so that the z axis is an axis of symmetry in the body, this appear to be the structure of what are called smectics
A. If the direction of n is oblique to the zy plane, that plane contains a preferred direction, and there is no axial
symmetry. This appears to be the structure of what are called smectics B.

III. IN QUANTUM PHYSICS [5]

In quantum mechanics the invariance respect to a change of reference frame is defined as follows:

a) The possible states in the two frames are the vectors of a same Hilbert space. The observables are the same.
The transformation law is a mapping of the Hilbert space onto itself.

b) Starting from the same initial state the time evolution is the same in the two frames.

The invariance transformations are a group. So an invariance transformation is a realization of the group on an
Hilbert space.

Let |a) be a state, in a certain frame, defined by the simultaneous measure of a complete set of commuting
observables. Any vector of the form xz,|a) where z, is an arbitrary phase factor, is an eigenstate of the same
observables with the same eigenvalues. So it represents the same physical state. The phase is not observable. A
measurement on |a) means to observe the probability that |a) contains a state |b) defined by the measure instruments.
What one measures is

Pay = [(bla)?, (3.1)

where the phases x, and z; cancel. A vector of the Hilbert space modulo a phase is called a “ray” of the Hilbert
space and will be denoted |{a}).

Theorem III.1 (Wigner). Given a bijective transformation between rays in a Hilbert space |{s}) — |{s'}) such that

[({sa s D P = [{s2}{s )P Vi{s1}), [{s2}) (3.2)

it is always possible to choose the phases in such a way that the transformation is realized on the Hilbert space vectors
as a unitary or antiunitary transformation.

Proof. We will prove Wigner theorem in 3 steps:

1. Let |e,) be an orthonormal complete base of the Hilbert space and let [{e,}) be the correspondent rays. The
transformed rays are orthonormal

(eilej) = 6i; = [({ei}{eSHI” = 8y (3-3)

Let us choose in an arbitrary way a set of phases on the rays |{e}}), i.e. a set of vectors |e}) that represent the
states. Then

(ele) = dujs (3.4)
The set of vectors so obtained is also a complete base of the Hilbert space. In fact, if there exists a vector |[v")

such that (v'|v") # 0 and (v'|e],) =0 Vn, then, by hypothesis, there would exist a vector |v) such that (v|v) # 0
and (vle,) =0 Vn, against the hypothesis of completeness of the base |e,,).

2. Let |Fy) = |e1) + |ex). The generic representative of the transformed ray |{F]}) will be

|Fr) = 2x(leh) + yrler)), (3-5)



with x; and y, phases factors. In fact
[(Fklen)| = 6n1 + 6ne = [(Filen)| = dn1 + dnk-
Next I can define the following S transformation
|Sex) = leh)  [Sex) = yle})
ISF) = ZIF}) = Iéf) + ueled)
With this choice
|SFL) = |Se1) + |Sex).

12

(3.9)

In other words we realized the transformation S as a linear transformation on vectors of kind |Fj). Let us next

extend this construction to all vectors of the Hilbert space.

. Consider a generic vector

= Zan|en>.
n

(3.10)

Let us assume, without loss of generality, a; real. The correspondent ray |{v}) will be transformed into a ray

[{v'}) with the following generic representative
= Z a;z ‘6%%
n
and since by hypothesis
[(vlen)|* = [{v']en) %,
we have
lag| = |an|-
We define

|Se1) = le1),
|Sen) = ynlel) Vn #1,

with y,, some phase factors, so that for any vector belonging to the transformed ray |[{v'})

v >—${a1|5€1 +Z |S€n },

with x a phase factor. We then define
1
Sv) = =|v').
S0y = ~ o)

By hypothesis it must be

:/2
k
a,l_’_i

[(Flo)* = la1 + ax[* = [(SFy|Sv)|* = "

Since we also have |a| = |a},| we require

!/
Re(ajar) = Re <a1ak> .
Yk

Then there are only two possibilities:

(3.11)

(3.16)

(3.17)

(3.18)

(3.19)
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i ar = a},/yk
. ar = (al,/yr)*
or
i |Sv) =83, anlen)) =3, anlSen)
i [Sv) = S(32, anlen)) = X2, aplSen)
In the first case the operator S is linear, in the second is antilinear. We also have
L. (Sv1|Sv2) = (vi]va) V|v1), |v2)
ii. <SU1|SU2> = <'U2|U1> V|1)1>, |’U2>

In the first case S is unitary, in the second it is antiunitary.

A. Invariance and time evolution

The requirement b) for invariance tells us that the evolution of the transformed must coincide with the transfor-
mation of the evolved

U(t, t)SE) ) = SOU (L, t)]4), (3.20)
where U(t,t') is the time evolution operator. Since |} is arbitrary we must have
ST HU(, t)S(t) =U(t,t). (3.21)
If the Hamiltonian H is independent of time
Ut t') = e 01, (3.22)
and we require
S(t) = e =) g(¢) e H (=t (3.23)

B. Galilean relativity

We require invariance under translations, rotations, and velocity transformations for pointwise non relativistic
particles.

Spatial translations

Let us consider a reference frame R’ translated by a relative to the frame R. If the spatial translations are a
symmetry of the system it must exist a unitary transformation U(a) which relates the dynamical variables ¢’ and p’
in R’ to the variables g and p in R. The transformation law must be

qd =q—a, (3.24)
p =p. (3.25)
It is easy to see that the unitary operator exists and is
U(a) = e'*P. (3.26)
Since the transformation is unitary the commutation relations do not change
4}, 2] = [ai, pj] = 045, (3.27)
4;, 4] = [a:, 451 = 0, (3.28)
[0}, 1] = [pi,p] = 0, (3.29)
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where ¢ = U(a)TqU(a) and p = U(a)'pU(a). Moreover from Hadamard lemma (A11]) follows immediately that Eqs.
(13.24)-(3.25) are satisfied.

The invariance of the time evolution between two frames R and R’ imposes

Ut(a,t)e =1y (a,t') = e HO-1), (3.30)
which means
[p,H] = 0. (3.31)
In other words, the momentum is a constant of motion. We can also write
oOH
— =0. (3.32)
oq
Rotations

A rotation is defined by a versor n which indicates the axis of rotation and an angle §. We define § = 6n. The
angles are taken as positive for anti-clockwise rotations. Let us consider a frame R’ rotated by 8 relative to frame R.
The component of a vector v will change according to

U; = R(B),»jvj, (333)
where R(#) is the rotation matrix. For infinitesimal transformations
ov=v —vx-0Av. (3.34)

If the quantum system is invariant under rotations it must be possible to construct a unitary transformation on the
Hilbert space which realizes the transformation and commutes with the time evolution. Let us then consider the
angular momentum

J=qAp. (3.35)
It is easy to verify that for v = q or v = p we have
0 -J,v]=—i0 Av. (3.36)
Then the transformation we are looking for is
U(9) = 9, (3.37)

as can be readily verified for infinitesimal transformations
VvV =UT@)WU@)~v—ilf-J,v]=v—-0AV. (3.38)
The transformation commutes with the time evolution if
[J,H] =0 (3.39)

which means that H must be a scalar and the angular momentum a constant of motion. Since the transformation is
unitary it preserves the commutation relations.
If the particle has a spin the generator of the rotations is the total angular momentum

J=gAp+s. (3.40)

Galilean transformations

If we go from a frame R to a frame R’ moving relative to R with a constant speed v we must have

qd =q—tv, (3.41)
p'=p—mv. (3.42)

It is easy to verify that these laws of transformation are induced by the unitary operator

Ul(t,v) = elPt=am)v, (3.43)
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so that

If the Galilean transformation has to be an invariance we must also require

Ut,v) = e HHE=O U@ v)et =), (3.46)
or
tp —mq = e ) (¢'p — mg)etT =), (3.47)
If the system is invariant under translations [p, H] = 0, so
(t —t')p = mq — me HE—) gt (t=t) (3.48)
For infinitesimal time differences we get
P OH
2 _IH. g = = 3.49
L ilrg) -5 (3.49)
So
2
p
H=—. 3.50
o (3.50)

Galileo group

We analyzed the symmetries under translations, rotations, and Galileo transformations for a non relativistic system.
The corresponding unitary transformations are

Ula) = e *P, (3.51)
U@®) =e®, (3.52)
Uv)=e VK K=mq—tp (3.53)

The group corresponding to the set of these transformations is called “Galileo group” and the corresponding invariance
“galilean invariance”.
From the canonical commutation relationships, the following algebra for the group generators, follows

[p;upl/] =0 P=

[J, H] = [Ji’pj} = i€;jkDk
[J“J] 26”19Jk [Ji,Kj] = i€iijk
[Ki, Kj] =0 [K;,pj] =imdi; [K;, H]=ip;

In the Hilbert space of the physical system is then defined an unitary representation of the group that transforms the
spec into itself.

If this representation is reducible it is possible to write the Hilbert space as a direct sum of one or more orthogonal
Hilbert spaces each one transforming in itself. The generators are written as sum of the generators acting in each
subspace and generators acting on different irreducible subspaces commute. The states in each subspace evolve with
their Hamiltonian each in states belonging to the same subspace.

A physical system can then be written as a sum of irreducible representations of the Galileo group.

The simplest case is a particle without internal structure. In this case the only internal variable is the spin which
commutes with the orbital variables. A complete set of state is

[p)|s, s2). (3.58)
Assuming the usual metric

(p'lp) = (27)°6°(p — p'), (3.59)
(stlsz) = dsrs. (3.60)
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these states constitute an irreducible representation of the Galileo group if the states |s,) are an irreducible represen-
tation of internal rotations. Let us show this explicitly:

plp) = plp). (3.61)
peiB-J|p> — €i0~J€7i0~Jpei0-J|p>
= R(8)pe’®|p), (3.62)

where p on the right hand side denotes the momentum operator acting on the eigenstate |p) and on the left denotes
the eigenvalue. The eigenvalues of the rotated state is the rotated momentum. In the same way:

pe—iv-K|p> _ e—iv~Keiv-er—ivAK|p>
= (p—mv)e " ¥|p), (3.63)
SO
eia»J|p> = |R(0)p), (3.64)
efz‘v»K|p> = |p—mv), (3.65)

and we see that starting from any vector |p) it is possible to reach any other vector |p’) through successive applications
of rotations or of Galileo transformations. The internal degrees of freedom only transform by rotations independently.
So a pointwise free particle is described by an irreducible unitary representation of the Galileo group.

Parity invariance

The parity transformation is defined by
p——p q——q S—S (3.66)

This is a canonical transformation since it does not change the commutation relations. The transformation operator
is

Up = i3 (PHia)(p—iq) (3.67)
The parity transformation has square 1
Up =Uzt =U}. (3.68)
If the parity transformation is an invariance we must have
Up'HUp = H (3.69)
or
[Up,H] =0. (3.70)
Let us now prove Eq. in the one-dimensional case
Up = ¢l 50*+a*=1), (3.71)

Apart from a phase this operator coincides with the time evolution operator of a harmonic oscillator of mass 1 and
w =1 from time ¢t = 0 to time ¢t = . The Heisenberg equations for

q(t) = e q(0)e="", (3.72)
p(t) = e'p(0)e ", (3.73)
are
¢g=il[H,q], (3.74)
p=1ilH,pl, (3.75)
with H = (p? + ¢?)/2. They have solution
q(t) = qcost + psint, (3.76)
p(t) = pcost — gsint. (3.77)
It follows for t =7
q(m) = ULqUp = —q, (3.78)
p(r) = UbpUp = —p, (3.79)

which is what we wanted.



Time reversal

The time reversal acts as follows

q—q p——-p s——s t——1
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(3.80)

This transformation cannot be realized by a unitary operator because in such case the commutation relations would

be preserved. Instead we want, in one dimension,
[g,p] =i = lg,—p] = —1
If the transformation is antiunitary this is possible:
[, p') = Ublq, p)Ur = UliUp = —i.
An antilinear operator is defined by

T|s1) = [T's1) Tls2) = |Ts2)
T(als1) +bls2)) = a*T|s1) + b*Ts2).

For a linear operator O
(alOB) = (O'alt) = (b|0'a)",

and the operator is Hermitian if

(alOb) = (Oald).
For an antilinear operator T'

(a|T) = (b|T"a),
which is antilinear in |a) and in |b). An antilinear operator is antiunitary if

T =TT =1,
or

(a|TTTb)y = (Tb|Ta) = (alb).
The transformed of O under T
o' =T'0T,
is still linear and
(b|TTOTa) = (OTa|Tb) = (Ta|OTTH).
In particular for O = i we find
THT = TiT" = —i.
The time reversal is realizable with an antiunitary operator:
TTqT =q TTpT =-p TisT = —s
Moreover, in order to have invariance, we must require
TYHT = H.

If O is an observable

(b|OTa)y = (b|TTTOTa) = (TTOTa|TTD).

So if TTOT = +0 we have
(b|OTa) = +(0a|T'D).

(3.81)

(3.86)

(3.87)

(3.88)

(3.89)

(3.90)

(3.91)

(3.92)

(3.93)

(3.94)

(3.95)

(3.96)
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For eigenstates of O, Ola) = O,|a), we have
(b|OTa) = +0,(a|TTh) = +0,(b|Ta), (3.97)

which means that |Ta) is an eigenstate of O with the transformed eigenvalue.
So for a state |a) = |p,s,) we have

|Ta’> = | - D _5z>’ (398)

modulo a phase.
For a spinless particle with canonical variables ¢ and p the time reversal is realized through

(9|Ta) = ¥ra(q) = ¥a(q) = {(gla)”, (3.99)
on wave functions in coordinate representation. In fact we have
(@lT'pTY) = (pTbT) = [ dnla)-V)uila)da =~ [ vila)~iV)un(a) dg = ~(alph),  (3.100)
where we used an integration by parts. Analogously we verify
(a|TTqTh) = (qTb|Ta) = (a|qb). (3.101)
The Hamiltonian is an Hermitian function of g and p. In the coordinate representation, q is a real variable and
p = —iV. The transformation p — —p is equivalent to a complex conjugation. We will have invariance under T if

H(q,p) = H(q,—p) or if H is real. A Hamiltonian of the form

2

p
H=— .102
P (), (3.102)

is invariant under 7.
If the particle has spin, it is described by 2s + 1 functions of q

V1(q)
b= | . (3.103)
V2s+1(q)
The spin is represented by three matrices ¥ = (X1, X5, X3) independent from g. We now take
wTa(q) = U’L/}Z(Q)a (3104)

with U an unitary matrix independent from g and acting on spin space. To have the correct spin transformations we
must have

(a|TtsTb) = (sTb|Ta) = —(a|sb), (3.105)
or
- [wlze = [wiuizue;, (3.106)
which means
urEtytt = 3, (3.107)

and taking the complex conjugate, since ¥ = ¥, we find
U'sU = -2 (3.108)

With the usual choice of phases in the angular momentum representation ¥; and X3 are real matrices and Y is pure
imaginary.
For example for spin 1/2 particles

1/1 0 1701 170 i

Then apart from an unessential phase we find
U =eim™2, (3.110)
a rotation of m around the 2 axis, which changes sign to ¥; and ¥3. In conclusions we have

g = €727 (3.111)
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C. Einstein Relativity

The invariance under the Galileo group is valid in the limit of small velocities. But, actually, physics is invariant
under Lorentz transformations in addition to spatial translations. This invariance is known as Einstein relativity.
The Lorentz group is defined as the group of linear transformations which leaves invariant the quadratic form

ds* = dt? — dx?. (3.112)
Let do = (d2°,da!, dz?, dx®) = (dt,dx) we can write
ds® = g, dxtdz”, (3.113)
where Einstein summation convention is used with
10 0 O
G = 9" = 8 Bl _01 8 9" gua = 0", (3.114)
00 0 -1

The Lorentz transformations are defined as the linear transformations

da'" = A" dx”, (3.115)
such that
GuvdaMdz" = g, A N yda®da’. (3.116)
Due to the arbitrariness of dz* we have
G = GapAGAL, (3.117)
or
g =AT"gA, (3.118)
which defines the Lorentz group. Taking the 00 component in Eq.
1= gapAPAT = (A%)% = D (M%), (3.119)
or
(A%)* > 1, (3.120)
or
A% >1 or A% < -1 (3.121)
Taking the determinant in Eq. follows
(detA)? =1, (3.122)
or
det A = +1. (3.123)
The transformations obtained continuously from the identity have A% > 1 and det A = 1 and constitute the proper
Lorentz group. The transformations with A% > 1 and detA = —1 can be written as the product of the parity
P :x — —x times a proper transformation. The ones with A% < —1 and det A = 1 as a product of the time reversal
T : 2° — —2° times the proper transformations. The ones with A% < 1 and detA = —1 as PT times a proper
transformation.

An infinitesimal proper transformation
woo_ sk I
A w =00+, (3.124)

must satisfy Eq. (3.117)). So
v = Guiv' + Q“M,gw/ + Q”U,g,/”/ + 6(02) (3.125)
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Let
qu = g#aQaya (3126)
then we must have

Quy = =0 (3.127)

The group has 6 parameters as the number of components of an antisymmetric 4 x 4 matrix. The most general 4 x 4
antisymmetric matrix can be written as

1 log
Q= 3 Zw(po)M;(/; ), (3.128)
po
M) = §°,6%, — 6°,0%, = —MP). (3.129)
We write
(MW))“ = gha e, (3.130)
SO
QF — ghaQ  — gha 1 M o) — 1 M (Po) a
v=49 av =9 §W(P0) pyvo T iw(l’d) ( ) o (3'131)
The matrices M) satisfy the following algebra
[M(aﬂ)’ M(;u/)] I (gOZNM(BV) + gBVM(aM) _ gBNM(OW) _ gOtVM(ﬂH)) . (3132)
We can then introduce
JW) = i ), (3.133)
and
. 1 .
Ji— —§€0ijk<](jk)7 (3.134)
Ki=Jo), (3.135)
where €00, uop5 15 the Levi-Civita symbol with €23 =1 m Then Eq. (3.132) is rewritten as
[T, J9] = iegjp ", (3.139)
[J8, K9] = iejjn K", (3.140)
(K, K7 = —iejjnJ". (3.141)

The generators J? are the rotations generators, which constitute a subgroup of the Lorentz transformations. The K*
are the generators of the velocity (v) transformations and are vectors, as follows from their commutation relations
with the J’. The infinitesimal transformations are then

A=1+i0-J-a K). (3.142)
The finite ones are
A= et Zap 7 P@n = (i0T-aK) (tanh o, tanh e, tanh as), (3.143)

where 6 is the rotation angle vector and a is the rapidity vector.

7 For any antisymmetric tensor F* it is possible to use a decomposition of the following kind: F** = (P, A) with

Al = —F?3 A2 = _p31 A3 = _Fl12 (3.136)
pt=F p2=pF" p3=pF (3.137)

For the product of two tensors of this kind we have

%F;EIV)F@)’W AW A® _pD . p@. (3.138)
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Under the Lorentz group the generators of the translations p, must transform as four-vectors

(70, p°] = i(g"p” — g*p"), (3.144)
or
[3.9°) = —op° = —Jp° =0, (3.145)
which expresses the conservation of angular momentum, and
[T, 9] = =op) = =T’ =ieijnp, (3.146)
which tells us that p is a vector. On the momenta the generators of the velocity transformations act as follows
(K%, p°] = —dp° = —Kp? = ig®p, (3.147)
[K',p'] = =6p) = —K'p’ = —ig"p". (3.148)
The invariance under translations is written as
[p",p"] =0. (3.149)
The commutation relations between the generators are then
[p",p"] =0, (3.150)
[T, p*) = i(g"*p” — g™ "), (3.151)
@) jm) <gau JBY) 4 v Jlom) _ gBu plav) _ gwﬂﬁﬂ)) , (3.152)

They define the Lie algebra of a 10 parameters group known as the Poincaré group.
The Poincaré group is defined by the transformation laws

(Aya):z— 2 = Az — a, (3.153)

where a is a translation and A is a Lorentz transformation. We immediately find the multiplication properties of the
group as

(A1,a)(A2,b) = (A1A2, —A1b —a), (3.154)

from which immediately follows that the translations are an abelian invariant subgroup. In fact applying repetitively
Eq. (3.154) we find that the transformed by similitude of a translation (1,a),

(A, e)(1,a) (A7, —c) = (1, Alc —a) — ¢), (3.155)

is still a translation.

By Wigner theorem the states of a physical system are the basis of a unitary representation of the Poincaré group.
An elementary system will be described by an irreducible representation of the Poincaré group.

We note that

J+:K
I = 21 : (3.156)
obey the following commutation relations
[Ji, 1] = ideigrdt, (3.157)
[JE,77) = zewa (3.158)
[Ji, Ji) = (3.159)

So the generators of J; and J_ obey to the algebra SU(2)®SU(2). Let us show now that an irreducible representation
of the Poincaré group, i.e. an elementary particle, is determined by the mass and the spin.

An irreducible representation is characterized by the value of the invariants, i.e. of the operators built with the
generators of the group that commute with all the group generators. We then define

1

T, = 5%ﬁwﬂampa, (3.160)
L.t =0, (3.161)
gt =JWp,. (3.162)
g"pu =0. (3.163)
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One can prove [13HI5] E| that
p2J ) = ghp¥ — g¥pk — THYAT p,. (3.165)

This tells us that J*) can be expressed in terms of Py, Ly, and g, if p? = pupt # 0.
Moreover we have

[T, 0] = d€punl?p, (3.166)
(9, o] = =1L upo, (3.167)
(90> pv] = i(9wD” — Pupv); (3.168)
[9u: 90 = —i(g"p” — g"P* — €7 Topa) (3.169)

)

pu,To] = 0. (3.170

An invariant should be constructed with the vectors p,,I',,, and g,. Recalling that g,p* = 0 and I',;p* = 0 the only
independent invariants under the Lorentz group are

P’ T2, 6% g (3.171)

But g% and I',,g" do not commute with translations. Then the representation is determined by p2, T2, and by the sign

of p°, which is also invariant under the proper Lorentz group and commutes with translations, if p? > 0.
The physical interpretation of the two invariants is obvious:

i. For the invariant p?> we have 4 cases

p? >0, (3.172)
pP>=0 p#0, (3.173)
p’P=0 p=0, (3.174)
p* <0. (3.175)

Since p? = m? we will be interested only in the first two cases. In these two cases, for the representations of the

proper group (A% > 0 and det A = 1) we will have another invariant, namely the sign of p°.
ii. The invariant I'? can be calculated in the reference frame where p = 0. In such a frame
=TT, 12 1% =T°T) = (0,md) T?=-m?J(J+1). (3.176)
The modulus of J in the rest frame is by definition the particle spin, so I'? = —m?2s(s + 1)

Then the representation is determined by the mass m and by the spin s, exactly as in the nonrelativistic happens for
the Galileo group.

IV. IN CLASSICAL FIELD THEORY |[6]

In this section we will work in Minkowski spacetime x = (2°, 2!, 22, 23) = (t,z) with the metric G =
N = diag(l,—1,—1,—1). We will denote with 9, = 0/0x" and adopt Einstein convention to subtend a sum over
repeated indexes. We will use greek indexes for all 4 spacetime components and roman indexes for only the 3 spatial
components.

Theorem IV.1. If the action is invariant under a local transformation x — ', p(x) — ¢'(¢') = Tp(x) in the sense
that, for any domain D and the corresponding transformed domain D'

Sp = /D Llo(),0,0(x)] d*z = Spr = le[so’(x’)ﬁ;so’(x/)] d'a, (4.1)

where the Lagrangian £ is the same function of the initial fields and of the transformed fields, then the equations of
motion are invariant in form under the transformation, i.e. on the two reference frames one experiences the same
physics.

8 One can use the identity
m
R ok 6/3 on
€M epapp =det | 6y 05 o) |, (3.164)
5 8
a 9B

and the definition of 'y to calculate the product eZ#*AT;py.
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Proof. An arbitrary variation do(z) vanishing on the frontier of domain D produces a variation d¢’(z') = Tdp(x)
vanishing on the frontier of D’ (see Fig. . Since we identically have Sp = Sp-, the stationary principle §Sp = 0
implies dSps = 0 and the resulting equations of motion for p(x) and ¢'(z’) have the same form. O

If additionally to the Lagrangian form invariance

Llp(x), 0pp(2)] = L@ (2"),0,,¢" ()], (4.2)

we also have that the Jacobian of the transformation J(x,2’) =1 then Sp = Sp/ and we will have invariance under
the local transformation.

A Lagrangian that transforms as a scalar density under the Poincaré group (3.153)), parity (3.66[), and time reversal
(3.80) will then be invariant under these transformations, since their Jacobian is 1.

A. Noether theorem

Amalie Emmy Noether (Erlangen, 23 March 1882 — Bryn Mawr, 14 April 1935) formulated the following theorem:
Theorem IV.2 (Noether). If Sp is an invariant action under a group of continuous transformations and
at — 't =gt + Sat with Szt = AFw® (4.3)
pi = (') = (05 + Mj0w")p;(x), (4.4)
are the infinitesimal transformations of parameters dw®, then the currents

0%

“ = 3Oner) [AL0upi(x) — Mzp;(z)] — AL, (4.5)

are conserved, in the sense that

FIG. 4. Domains of integration in the initial action and its transformed.

Proof. The invariance under the infinitesimal transformation implies
L), 00 @ = [ Llp()0,0())d's, (47)
D D
where the domains of integration are shown in Fig. @] We may also write

L' ("), 0,9 (z")] dia’ ~ /Df[ap’(x),augo'(a:)] diz + Llo(x), 0up(2)] 63°d> Sy, (4.8)

D’ oD

where in the second integral in the right hand side ¢’ has been approximated with ¢ since the deformations éz® are
already infinitesimal of the first order and we want to neglect infinitesimals of higher order than the first.
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On the other hand ¢'(z') = (1 + M,dw)p(x) and neglecting terms of second orderﬂ

() ~ (14 Modw")p(z) — 620y p(x)
= ¢(x) + [Map(@) — AZ0up(2)]0w” = o(x) + dp(). (4.9)

Starting from (4.8) and using Gauss theorem

0L - 0L . -
= — 1= — A — A K 4 . N
0=2Sp—Sp /D [ B bpi— 5 ( aM)au(s% 0, (Lo | d'x (4.10)

Using the equations of motion

0% 0%

— =0, 4.11

i . 3(%%‘) ( )
we find

0L -
0= / 0 [—(5 P — $§x”] d*z
p 0@
0%
= 5wa/ 0 { ALOvpi — M) — A{;.z] d*z, 4.12
D 2 6(8H<Pz)( 2 390]) ( )

from which follows the thesis (4.6]) from the arbitrariness of D and dw®. O

Lemma IV.3. An immediate consequence of Theorem[IV.3 is that the charge

Quit) = [ R(t.a) de, (4.13)
is independent of time
dQa(t)
T 0. (4.14)

Proof. To prove Lemma we note that from Eq. (4.6) follows

dQ;t(t) = —/Qaka(x) Pz = _/89 JFd*S, =0 (4.15)

where in the second equation we used Gauss theorem and in the last equality we note that since there are no sources
of current within the domain Q the current flux through the surface enclosing the domain 92 must be zero. O

B. Conserved quantities

Let us now consider some examples of invariance that give rise to conserved currents and to their corresponding
conserved quantities. The first two examples refer to spacetime transformations, i.e. the translations and the Lorentz
transformations that give rise, as conserved quantities, to the energy-momentum tensor and to the density of angular
momentum. The other two examples refer to “internal” symmetries.

9 Note that ¢/ (z') = ¢'(z + dz) ~ ¢'(x) + 6210’ (z) = ¢'(x) + 62", p(x) where in the first equality we expanded in a Taylor series
truncated to first order and in the second equality we replaced ¢’(z) with ¢(x) since we neglect terms of order higher than the first.
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Translational invariance

For translations

ow” =a", M =0, A;=206,". (4.16)
If there is invariance the conserved quantity is
0L
QY = ———=0"¢; — Lg"", (4.17)
(Opupi)
that is the energy-momentum tensor. The conserved 4-momentum is
0L
pPY = /QO” t,x)dPx = / [8” i — Lq" | de. 4.18
(t, ) 2o’ ¢ g (4.18)
For a free scalar field
1
£ = i(aaapao‘go —m?p?), (4.19)
we have
1 (03
Quu = MO@V@ - i(aa(pa Y — m2<p2) (420)

Lorentz transformations invariance

Under a Lorentz transformation

1
ot = wh%x, = 5(6“;)5”0 — 6H,8" )z Wl (4.21)
The conserved quantity is the angular momentum tensor
0L
s = arqre e — 0L yprs 4.22)
i)
where Q"" is te energy-momentum tensor of Eq. (4.17)).
For a scalar field M;;" = 0 and
SHVT = 2T QFY — 2V QM. (4.23)
The conservation of the energy-momentum tensor
0,Q" =0, (4.24)
together with the Lorentz invariance implies
0=0,5""=Q™ -Q", (4.25)

i.e. the energy-momentum tensor is symmetric. The constants of motion associated to the Lorentz invariance are
/ [xTQO” — x”QOT] dx. (4.26)

For 7, v spatial, these represent the density of orbital angular momentum of the system. For 7 = 0 and v = i they
impose that

p = %/Qooxi dx, (4.27)
where
pt = / Q" dx, (4.28)

is the conserved total momentum. Eq. (4.27)) tells that the center of mass of the system undergoes uniform rectilinear
motion.
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U(1) transformations

If the action is invariant under the transformation
pi(a) = e7 M pi(x),  bp; = —iagipi, (4.29)

parametrized by the phase a, with ¢; a number that depends on the kind of field i, A} = 0 and M}, = —ig;0;j, the
current is

. 0Z
Ju = Zm%’%’a (4.30)
and the corresponding charge
Q= /Jo(t, x)dz. (4.31)
For example for a (complex) scalar field
o — (peiea’ 90* N (p*efiea7 (432)
with charges +e.
Transformations under groups of internal symmetry
If the action is invariant under a group of internal symmetry
ot =0, @— el (4.33)
where T are the generators of the group, then the conserved currents are
0L
Ji = —i——=T%. 4.34
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V. IN GENERAL RELATIVITY [7]

Spacetime is described by a pseudo Riemannian manifold of dimension 4 with a metric tensor g,,, on which we have
a system of coordinates @& = (20,21, 2%, 2%) = (¢, ).

An isometry is a transformation that leaves the metric tensor unchanged. We will deal with continuous transfor-
mations.

A. Killing vectors

Consider a vector field E and choose spacetime coordinates such that E = J/0t. E is a killing vector if 0g,,, /0t =
9uv,0 = 0, where as usual we indicate with a comma a partial derivative.

We will now prove that E is a killing vector if and only if

§u;u + gu;u =0, (5~1)

where as usual we indicate with a semicolon the covariant derivative. Eq. (5.1) is known as the killing equation and
this property of £ is the coordinate characterization of the killing vector.
Consider then

« « « 1
fu;u = gua§ w = g/wz(f vt r Buéﬂ) = F/LOI/ = 5

where as usual we use Einstein convention of tacitly assuming a summation over repeated indexes, in the first equality
we used the covariant invariance of the metric tensor, in the second equation we used the definition of the covariant
derivative, where we denoted with I' the Christoffel symbol, in the third equation we used the fact that £ = §%,
and in the last equality we used the definition of the Christoffel symbol. Using then the fact that the metric tensor
is symmetric we find &,,.,, + &u.pp = guw,0 = 0. This proves the killing equation .

The killing vectors have the following 3 properties. If E and p are killing vectors then:

(guO,u + Guv,0 — gOV,u)a (52)
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i [E, pl= €-p— p- € is a killing vector;
il. aE + bp, with a,b constants, is a killing vector;
iii. if P is the 4-momentum of a free particle of rest mass m then p - E is a constant of motion.
The first two properties are proven in Exercise 10.3 of [I6]. We are here interested in the third property
V(B &) = (Vb) - €+ 5 (V) = B+ (Vi) = 0D 6w = 0, (5.3)
where in the second equality we used the fact that the particle parallel transports herself along her Worldlige, VEp =0,

and in the last equality we used the killing equation 1) This third property then tells us that p - £ is constant
along the particle world line since D/dr = p - Vg, with 7 the particle proper time, is a covariant derivative.

Moreover, at an event & of spacetime, we may write B - E = mlim,_,o[Z'(2) — (2)] g/r = ¢ with ¢ a constant.
Then, for an infinitesimal proper time 7, we have

& (P) ~ B(P) + €€, (5.4)
with e = 7¢/(m&HE,,).

In flat spacetime

Choose an inertial Local Lorentz Frame (LLF) at an event &7 of spacetime so that g,, = 7, with ||n.|| =
diag(1, —1, —1, —1) Minkowski metric. Then the Christoffel symbols T" vanish and the killing equation simply becomes

g#,u + fu,u = 07 (55)

from which follows that there are only 10 independent constraints whose solutions can be found as follows:

i There will be 4
a)=d"'(a), a=0,1,2,3. (5.6)

These represents 4-translations. For example, we may choose the 4 constant vectors as a*(a) = §*,, pointing

in each of the 4 directions of the frame. For example, for a*(1) = 0%, £(1) = /0 and (5.4) represents a
translation along the z direction, z’ =~ = + €.

ii There will be 6
() = w(a)z”, (5.7)
where w*” are antisymmetric constants. In fact
o+ &% =wae o+ w Y, =Wt ™ =0, (5.8)

so the choice (5.7) satisfies the killing equation. We will now show how the infinitesimal coordinate transforma-
tions induced by the & of 1) constitute the Lorentz group: 3 rotations and 3 boosts:

i. The 3 rotations are generated by the choice
k) =0, &'(k)=erma™ k=1,2,3, (5.9)

—

where as usual we use roman indexes to denote the spatial components. So, for example, £(1) = y9/0z —
20/0x represents a rotation (5.4 around the z axis of an infinitesimal angle e.

ii. The 3 boosts are generated by choosing
et (k) = 2¢"6, %% k=1,2,3, (5.10)

where the square parenthesis around two indexes denotes their antisymmetrization. So, for example,
£(1) = 208t +10/dx represents a boost (5.4) along the 2 direction of infinitesimal velocity 3 = e for which

y=1//1-F~1.

So the killing vectors of flat spacetime induce the infinitesimal coordinate transformations of the Poincaré group (the
inhomogeneous Lorentz group).

In the global spacetime there are in general no killing vectors.

In correspondence of the 10 killing vectors there are 10 currents and then 10 conserved scalar quantities.
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Conserved quantities in Minkowski spacetime

Given the stress-energy tensor T),,, we may define the following currents

Qv
JHa) =TME (), a=1,2,3,...,10, (5.11)

such that

Sy =T"6, =0, (5.12)

where in the first equality we used that the stress-energy tensor is divergence-less due to the particles, fluids, fields
...equations of motion and in the last equality the killing equation and the symmetry of the stress-energy tensor. We
may also define as many scalar quantities, for each a

Qa) = /t - onstant JH(a)d*S, = / J() dedydz. (5.13)

such that

dQ(a) _ / J° o dadydz = — / I dedydz = — / JEd2S), = 0, (5.14)
dt closed surface

where in the second equality we used Eq. , in the third equality we used Gauss theorem, and in the last equality
we used the fact that there is no current source within the closed surface. The we see that the 10 scalars Q(«a) are
conserved quantities.

So we will have explicitly:

i. for € = 0/0t
/JO Pz = /TOO d*x = constant, (5.15)

which is the conservation of total mass-energy.

ii. for the 3 € = 8/9z*
/JO dx=— /TOk d*x = constant, (5.16)

which is the conservation of the k-component of the momentum density.

iii. for £ = x0/0y — y0/0x
/Jo Px = — /(JCTO2 — yT%) d*z = constant, (5.17)

which is the conservation of the z component of the angular momentum density. The same holds for the other
2 components.

iv. for € = 20/0t + t0/dx
/JO Bz = /(:ETOO —tT%%) d®x = constant. (5.18)

The same holds for the other 2 boosts along y and z. If we define

TOO d3 TOz dS
_J I ] z (5.19)

Tem = P00 g Vem = 700 g
then the conservation laws ([5.18)) tells that the center of mass has uniform motion along the x direction

Zem, = U5, t+ constant. (5.20)
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Globally conserved quantities

Imagine we found a killing vector E then the current J# = TH"¢, is certainly covariantly constant J#., = 0, since
the stress-energy tensor is covariantly constant and symmetric and the killing equation holds. Integrating then on
a region {2 of spacetime

0= [ rilds = [l dia= [ e, [ s, (521
Q Q time to time tq
where in the third equality we used Gauss theorem. So the scalar quantity

Q= / JHdPS, (5.22)
t = constant

is conserved.

Internal symmetries
We saw in Eq. (.18 that in a LLF
JP(0) = / (20TPY — 2PT7) %, (5.23)
t =constant

is the conserved total angular momentum density about the origin. So we may define a tensor
JeBY = oY gy, (5.24)

and prove that J aﬁvw = 0 by going into an inertial LLF (so that ; — ,) and using the symmetry of the stress-energy
tensor. Analogously we may define the conserved total angular momentum density about an event € as

JP(c) = J*P(0) — > / T @35, + / T d*s,
t =constant t =constant
= J(0) — *p” + p, (5.25)

where p* is the conserved 4-momentum density defined in and . But we note that J*? is not invariant
under this coordinate transformation.

In order to define “an angular momentum” that is invariant under the coordinate transformation, i.e. the internal
angular momentum or spin we may define S*% as J*# about points on the center of mass worldline.

While this program can always be carried out in an inertial LLF, i.e. in special relativity, it is not globally on the
whole spacetime manifold, i.e. in general relativity. In fact in general relativity there may exist no killing vector and
one cannot in general define J*?. This can be done only for isolated gravitating systems or for small objects.

VI. IN QUANTUM FIELD THEORY [§]

Consider a linear global symmetry like the one considered in Noether theorem
pi(2') = Rij(g)p;(w) (6.1)

where the group element g does not depend on the spacetime variable x. As for Noether theorem we explore the
consequences of invariance only under infinitesimal group tranformations

dpi(w) = Mispj(z)ow”, (6.2)

1
in which dw® are infinitesimal parameters independent of z. From the discussion in Section [VI] we require that

u o 5S B
0g5 = dw /Mijgoj(x)i&pi(x) dx =0, (6.3)

where we denote with §/dp(x) a functional derivative.
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A. Ward-Takahashi identities [9]

We now consider the generating functional of correlation functions Z[.J] corresponding to the symmetric action S

ZlJ] = /exp {iS—i—/Ji(x)goi(x) dx} Do(x). (6.4)

We here want to discuss the consequences of Eq. (6.3). Since the action S is left invariant and the source term gives
a contribution [ J;(x) Mg’ (x)dw® we may write

0 = 6, Z]J] = 6w" / Do(z) / da Ji(2) M8 0, () exp [iS + / Ti(@)ei() dx} , (6.5)

where, since we want to neglect infinitesimal terms of order higher than the first, the Jacobian of the measure of
integration has to be taken simply as 1, and we have renamed ¢} () as ¢;(x) since the integration variable in the path
integral is dummy.

Since Eq. must hold for any dw?, it can be rewritten for each component a. Finally the identity

/goi(a:)exp {iS—i—/Jk(x)cpk(m) dx] Do(x) = 5Jf(m) /exp [iS—i—/Jk(x)gak(x) dac] Do(x) (6.6)

allows to rewrite Eq. (6.5 as an equation for the functional Z[J]
8Z[J)
M2 J;

This equation immediately implies an identical equation for the generating functional W[J] = In Z[J] of connected
correlation functions

dx = 0. (6.7)

/ ME T () gﬂi ; dz = 0. (6.8)

Wxpanding this equation in a power series of the source J(x), we obtain identities between the connected correlation
functions which describe the physical implications of the symmetry of the action.

VII. SUM RULES
A. Atom
Conservation of angular momentum ...
B. Liquids
Static structure
Dynamic structure
Appendix A: Commutators

The commutator of two operators A and B is defined as

[A,B] = AB — BA. (A1)
The commutator satisfies to the following Lie algebra relations
(A4, A] =0, (A2)
[A, B] = —[B, 4], (A3)
[A,[B,C]l + [B,[C, A]l + [C, [A, B]] = 0, (Ad)

where the third one is known as the Jacobi identity.



For three operators A, B, and C' we also have

[A,B+C]=[A,B]+A,C],
[A, BC] = BJA,C] + [A, BIC.

If [A, B] = a € C then

[A, B?] = B[A, B] + [A, B]B = 2aB,
A, B%| = B[A, B + [A, B|B? = 3aB?,

[A, B"] = naB" .
Then, given a smooth function f, using its Taylor series expansion, we readily obtain

4,78 = oL

In general we can prove the following lemma;:
Theorem A.1 (Hadamard lemma). Given any two operators A and B we have
e” Be :B+[A,B]+E[A,[A,B]]Jr?[A,[A,[A,B]H+...
Proof. Consider the function f(s) = e*4Be™*4. We want f(1). Taylor expand f(s) around s = 0

F(8) = £(0) + 5/(0) + 527 (0) + 58 7(0) + ..,

but it is easy to see that

f/<8> _ esAABe—sA _ esABAe—sA _ BSA[A,B]e_SA,
f”(s) = eSA[Av [A7 B]]e_SAv
fm(s) = eSA[Av [Av [Av B}]}678A7

and so on.

Another important result is the Baker—-Campbell-Hausdorff formula:

Theorem A.2 (Baker—Campbell-Hausdorff formula). Given any two operators A and B we have

1

m(eAeB) = A+ B+ %[A, B+ (A, [A, B]] + [B, [B, A]]) — i[B, A [A, B + ...

12
Proof. Consider

1

=l4+z+22+23+...
1—x

or

1
— =l-—x+a>—23+...
14z

integrate respect to x

1 1 1
ln(1+x):x—§m2—|—§x3—1x4+...

or

In(@) = (e~ 1)~ 5z~ 12+ 3@ —1° — 30— 1 +...
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(A11)

(A12)

—~ o~ o~
>
e e ]
[ S SNV
S— O v

O

(A16)

(A17)

(A18)

(A19)

(A20)
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Now
P Y ) anpr \*
W (ehe?) =2 = 2 S !
k=1 m,n=0
2 2
<A+B+AB+AJ;B...>;(A2+BZ+AB+BA...)+...
= A+B A B+ (A21)

O

Commutators are of fundamental importance in a Lie algebra: a vector space g together with an operation called
the Lie bracket, an alternating bilinear map g X g — g, that satisfies the Jacobi identity. In other words, a Lie algebra
is an algebra over a field for which the multiplication operation (called the Lie bracket) is alternating and satisfies the
Jacobi identity. The Lie bracket of two vectors x and y is denoted [z, y]. A Lie algebra is typically a non-associative
algebra. However, every associative algebra gives rise to a Lie algebra, consisting of the same vector space with the
commutator Lie bracket, [z,y] = zy — yx.

Lie groups are smooth differentiable manifolds and as such can be studied using differential calculus, in contrast
with the case of more general topological groups. One of the key ideas in the theory of Lie groups is to replace the
global object, the group, with its local or linearized version, which Lie himself called its “infinitesimal group” and
which has since become known as its Lie algebra or the tangent space to the manifold at the identity.

The following theorem is also of great importance:

Theorem A.3. Given two hermitian operators A and B which commutes, [A, B] = 0, they can be diagonalized
simultaneously on the same orthonormal basis of vectors of the Hilbert space.

Proof. Thanks to the spectral theorem one can always find an orthonormal basis {e;} where A is diagonal. Then
Ae; = \;je; for each e;. But from the hypothesis we also have ABe; = BAe; = \;Be; so Be; is an eigenstate of A
relative to the same eigenvalue )\;. Then if the eigenvalue is non degenerate Be; must be proportional to e;. If the
eigenvalue is degenerate one can always choose a linear combination of the basis of the subspace relative to it, &; such
that it is a common eigenvector of A and B. O
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